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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CARS</td>
<td>Coherent Anti-Stokes Raman Scattering</td>
</tr>
<tr>
<td>CCA</td>
<td>Computational Combustion Acoustics</td>
</tr>
<tr>
<td>CRZ</td>
<td>Central Recirculation Zone formed by swirling flow</td>
</tr>
<tr>
<td>DCM</td>
<td>Direct Computational Methods</td>
</tr>
<tr>
<td>DFWM</td>
<td>Degenerate Four Wave Mixing</td>
</tr>
<tr>
<td>DLE</td>
<td>Dry Low Emissions</td>
</tr>
<tr>
<td>DLN</td>
<td>Dry Low NOx (i.e., lean-premixed combustion technologies)</td>
</tr>
<tr>
<td>DNS</td>
<td>Direct Numerical Simulation</td>
</tr>
<tr>
<td>DOE</td>
<td>U.S. Department of Energy</td>
</tr>
<tr>
<td>e.g.</td>
<td>exempli gratia</td>
</tr>
<tr>
<td>EC</td>
<td>European Commission</td>
</tr>
<tr>
<td>ENEA</td>
<td>Italian National Agency for New Technologies, Energy and Sustainable Economic Development</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>EVI-GTI</td>
<td>European Virtual Institute – Gas Turbine Instrumentation</td>
</tr>
<tr>
<td>FBG</td>
<td>Fiber Bragg Gratings</td>
</tr>
<tr>
<td>FDF</td>
<td>Flame Describing Function</td>
</tr>
<tr>
<td>FE</td>
<td>Fluctuation Energy</td>
</tr>
<tr>
<td>FEE</td>
<td>Fluctuation Energy Equation</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FPI</td>
<td>Fabry-Perot Interferometer</td>
</tr>
<tr>
<td>HCRV</td>
<td>helical central recirculation vortex,</td>
</tr>
<tr>
<td>HFD</td>
<td>High-frequency dynamics</td>
</tr>
<tr>
<td>HiTAC</td>
<td>High Temperature Air Combustion</td>
</tr>
<tr>
<td>HOV</td>
<td>helical outer vortex,</td>
</tr>
<tr>
<td>HP</td>
<td>High Pressure</td>
</tr>
<tr>
<td>ICCD</td>
<td>Intensified Charge-Coupled Device camera</td>
</tr>
<tr>
<td>IEA</td>
<td>International Energy Agency</td>
</tr>
<tr>
<td>i.e.</td>
<td>id est</td>
</tr>
<tr>
<td>IGCC</td>
<td>Integrated Gasification Combined Cycle</td>
</tr>
<tr>
<td>IP</td>
<td>Intermediate Pressure</td>
</tr>
<tr>
<td>IR</td>
<td>infrared light (750 –1000000 nm = 0.75 – 1000 μm)</td>
</tr>
<tr>
<td>l.h.s.</td>
<td>left-hand side</td>
</tr>
<tr>
<td>LBO</td>
<td>lean blow-off</td>
</tr>
<tr>
<td>LFD</td>
<td>Low-frequency dynamics</td>
</tr>
<tr>
<td>LDV</td>
<td>Laser Doppler Velocimetry</td>
</tr>
<tr>
<td>LES</td>
<td>Large Eddy Simulation</td>
</tr>
<tr>
<td>LIF</td>
<td>Laser Induced Fluorescence</td>
</tr>
<tr>
<td>LII</td>
<td>Laser Induced Incandescence</td>
</tr>
<tr>
<td>LMS</td>
<td>Least-Mean-Square Algorithm</td>
</tr>
<tr>
<td>MFD</td>
<td>Mid-frequency dynamics</td>
</tr>
<tr>
<td>NIR</td>
<td>near infrared light (750 –1400 nm)</td>
</tr>
<tr>
<td>OASPL</td>
<td>OverAll Sound Pressure Level, total radiated sound power</td>
</tr>
<tr>
<td>OEM</td>
<td>Original Equipment Manufacturers</td>
</tr>
<tr>
<td>PDA</td>
<td>Phase Doppler anemometry</td>
</tr>
<tr>
<td>PIV</td>
<td>Particle Image Velocimetry</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIWG</td>
<td>Propulsion Instrumentation Working Group Consortium</td>
</tr>
<tr>
<td>PLIF</td>
<td>Planar Laser Induced Fluorescence</td>
</tr>
<tr>
<td>PRI</td>
<td>pseudo-Rayleigh index</td>
</tr>
<tr>
<td>PTV</td>
<td>Particle Tracking Velocimetry</td>
</tr>
<tr>
<td>PVC</td>
<td>precessing vortex core</td>
</tr>
<tr>
<td>r.h.s.</td>
<td>right-hand side</td>
</tr>
<tr>
<td>r.m.s.</td>
<td>root mean square</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds Averaged Navier-Stokes</td>
</tr>
<tr>
<td>SOI</td>
<td>Silicon-On-Insulator</td>
</tr>
<tr>
<td>SPL</td>
<td>Sound Pressure Level</td>
</tr>
<tr>
<td>SRS (or SpRS)</td>
<td>Spontaneous Raman Scattering</td>
</tr>
<tr>
<td>Syngas</td>
<td>Synthesis gas: a variable mixture of primarily hydrogen and carbon monoxide.</td>
</tr>
<tr>
<td>TBL</td>
<td>Turbulent Boundary Layer</td>
</tr>
<tr>
<td>TDLAS</td>
<td>Tunable Diode Laser Absorption Spectroscopy</td>
</tr>
<tr>
<td>UHC</td>
<td>unburned hydrocarbon fuel</td>
</tr>
<tr>
<td>UV</td>
<td>ultraviolet light (190 – 370 nm)</td>
</tr>
<tr>
<td>VIS</td>
<td>visible light (370 – 750 nm)</td>
</tr>
</tbody>
</table>
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Abstract

Gas turbine engines for power generation and propulsion applications have traditionally used
diffusion-flame combustors because of their reliable performance and reasonable stability
characteristics. Unfortunately, this type of combustor usually produces unacceptably high levels
of thermal NOx. The increasingly strict regulation for pollutant emissions has recently led engine
manufacturers to develop combustors that meet various regulatory requirements. New concepts
for combustion technology have been introduced to the Gas Turbine industry, including lean-
premixed combustion.

Lean-premixed combustion appears to be the most promising technology for practical systems at
the present time. In lean-premixed combustion, the fuel and air are premixed upstream of the
combustor to avoid the formation of stoichiometric regions. The combustion zone is operated
with excess air to reduce the flame temperature; consequently, thermal NOx is virtually
eliminated.

Unsteady flow oscillations, also referred to as combustion instability, however, have emerged as
a common problem, and hindered the development of lean-premixed combustors. These
oscillations may reach sufficient amplitudes to interfere with engine operation, and in extreme
cases, lead to failure of the system due to excessive structural vibration and heat transfer to the
chamber. The associated pressure oscillations and possibly enhanced heat transfer can lead to a
deterioration in the system performance, and may be sufficiently intense to cause structural
damage.

Combustion instability remains a critical issue limiting the development of low-emission, lean-
premixed Gas Turbine combustion systems.

Combustion oscillations are not limited to gas turbine engines. They have been observed in the
development of virtually all propulsion systems, including liquid rocket engines.
The system usually operates near the lean blowout limit, then a small perturbation in the
equivalence ratio may produce a significant variation in heat release, which, if it resonates with
the chamber acoustic wave, can result in large excursions of combustion oscillations. The
phenomenon may be defined as the unsteady motions in a dynamic system capable of sustaining
large oscillations over a broad range of frequencies.

The work is organized in two parts: an extensive bibliographic review of combustion instabilities
and the motivation of this work in part 1; and the study about a new diagnostic methodology for
thermoacoustic instabilities detection and future control in part 2. The part 1 is important
because of lack of books that describe clearly and exhaustively the complex phenomenology of
thermoacoustic instabilities, however the experts of thermoacoustic instabilities can skip directly
from it to part 2 where is possible to find the improvements with respect to the state of the art.

The part 1 is organized into five chapters. The chapter 1 gives a general background about
modern Gas Turbine engine and shows the need of new sensors for measurements systems. The
chapter 2 explains the characteristic of combustion noise, investigates the mechanisms driving
combustion instabilities, the causes of instabilities and damping processes, and then provides a
comprehensive review of the advances made in thermo-acoustic instabilities. The physics of
combustion oscillations, most commonly caused by a coupling between acoustic waves and
unsteady heat release, are discussed, and the concept of using feedback control to interrupt these
interactions is introduced. The chapter 3 provides a survey of recent progress in passive and
active control of combustion instabilities. The objective is to optimize combustor operations, monitor the process and alleviate instabilities and their severe consequences. It contains a review of some facets of combustion and focuses on the sensors that take or could take part to combustion control solutions. The chapter 4 provides a critical review of analytical and numerical models and criteria for combustion instability. The chapter 5 shows an application of instability control to real heavy duty Gas Turbine of Vx4.3A Siemens-Ansaldo. It shows the final purpose of the studies about thermo-acoustic instability and one of the industrial fields where the new technique ODC proposed here could be easily applied.

The part 2 is organized into three chapters. The chapter 6 explains the conventional optical techniques for concentration of chemical species, velocity measurements and temperatures, and then it gives a theoretical approach for thermal emission of flames. The chapter 7 proposes a new diagnostic technique named ODC (Optical Diagnostics of Combustion) developed and patented in ENEA and it shows an experimental approach for radiative emission of flames. Radiant energy spectra have the same dynamics of Turbulence (macroscale, inertial and dissipative ranges; slope= -5/3) and reveal Chemical Kinetics high frequency effects. The chapter also explains why Radiant Energy shows Turbulence dynamics. The chapter 8 shows the results and gives an experimental proof that real-time information of combustion instabilities and mean velocity component can be performed by analyzing Radiant Energy captured by means of photodiodes (ODC). It investigates the use of flame Radiant Energy signal: due to its relation with both Turbulence and Chemical Kinetics, it may reveal the state of a flame and the eventual instability precursor events. It shows experimental analysis of turbulent premixed combustion by means of ODC to laboratory and industrial burners. A collection of radiative emissions by several flames is analyzed in this chapter. Such flames have been obtained in a number of burners in a large range thermal power (i.e., 3 kWt-1MWt), either premixed or not, fed with different fuels (i.e., methane, hydrogen, oil) and with different physical states (i.e., gas and liquid fuel), while radiative emission is collected by means of a photo-diode. The purpose of this chapter is to show that the usefulness of measurements of Radiant Energy emission from flames can be enhanced by focusing on a spatially limited region, by means of the auto-correlation and cross-correlation of signals from two points.

Finally it shows the fulfillment of a test facility for real burner in ENEA Research Center, i.e., COMET-HP (COMbustion Experimental Tests in High Pressure), 1 MWt premixed CH₄/Air and gives several experimental tests.

Concluding, a new optical instrument based on photo-diodes, called ODC, has been applied for thermoacoustic instability analysis. ODC provides information at very low cost and in real time about turbulent and chemical scales.

Lastly five attachments conclude the PhD thesis. The attachment A shows Lighthill’s theory and acoustic analogy whereby the governing equations of motion of the fluid are coerced into a form reminiscent of the wave equation of “classical” (i.e. linear) acoustics. The attachment B provides a brief explanation of random signals, e.g. random vibrations, and spectra analysis, according to which a periodic function can be broken down into its harmonic components. The attachment C presents an analytical treatment of acoustic signals. The attachment D gives a theoretical approach for thermodynamic equations. Turbulent combustion is a multi-scale problem where complexity lies in the interaction between fluid dynamics and chemistry. This attachment provides a theoretical understanding of some of the scale physics in turbulent reacting flows. The
attachment E provides laws for thermal radiation. At high temperatures thermal radiation is the main mode of heat transfer.
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I.1 Introduction

Combustion systems are among the most challenging technologies to study. There are not only high temperatures, but usually very high temperature gradients ranging from the incoming reactants at ambient temperature up to flame temperatures. The fluid flow is typically turbulent and may include swirl. The heat transfer includes conduction, convection and radiation. The radiation is further complicated by the spectral nature of gaseous combustion products. The chemistry is extremely complicated, where the combustion of a relatively simple fuel like methane can involve hundreds of chemical reactions and dozens of species. The fuel composition can vary widely and may contain multiple components, waste products, and sometimes multiple phases, depending on the process. The length scales in industrial combustion process may vary by orders of magnitude, ranging from millimetres for fuel injection ports up to meters for the combustor itself. The materials being heated may be solids, liquids or gases and have a wide range of properties. The field of industrial combustion is very broad and touches, directly or indirectly, nearly all aspects of our lives. The electronic devices we use are generally powered by fossil fuel fired power plants. The cars we drive use internal combustion engines. The planes we fly in use jet fuel powered turbine engines. As the science of combustion combines heat transfer, thermodynamics, chemical kinetics and multiphase turbulent fluid flow to name a few areas of physics, the study of industrial combustion is interdisciplinary by necessity.

Most of the energy (86%) is produced by the combustion of fossil like petroleum, natural gas and coal. According to U.S. Department of Energy (DOE), the demand in the industrial sector is projected to increase by 0.8% per year to the year 2020 [I-1]. Pollution regulations vary by location and continue to get more rigorous. Technology continues to improve as the emission requirements get more stringent.

The U.S. Department of Energy sponsored a workshop to develop a roadmap for industrial combustion technology. The resulting report ([I-2], [I-3]) identified the following priority research and development needs:

- Determine advanced methods to maintain a stable flame and achieve low emissions while using different fuels.
- Develop a burner capable of adjusting operating parameters in real time.
- Develop real-time sensors and process controls that are more reliable and robust in harsh environments.
- Develop computational tools that are more accurate in a wide variety of applications through the collection of physical data and model validation.
- Create a pathway to demonstrate and commercialize new technologies and enable information sharing throughout industry about new technologies.
- Develop robust design tools that are more user-friendly and accurate, especially with complex phenomena such as turbulence and create a unified code to allow sharing of information more easily and speed development.
A key aim within Europe and the rest of the world is the cost-effective production and use of energy with reduced emissions at local and global levels. This will be achieved in part by increasing the efficiency of fossil fuel based energy conversion processes, and in part by increasing the utilisation of new and renewable energy sources in the energy system. The European Commission (EC) has set targets for the development of gas turbines, to achieve in the long term >65% combined cycle efficiencies and >35% simple cycle efficiencies for small scale gas turbines.

To achieve these higher cycle efficiencies, gas turbines are required to operate at higher firing temperatures and higher operating pressures. Firing temperature has an impact on the emission of thermal-NOₓ, where NOₓ production becomes significant at flame temperatures above around 1800 K. In order to achieve low NOₓ emissions, below 25 ppmv (15% O₂, dry), without the use of diluent injection, two elements are required:

- Firstly, a near homogenous air/fuel mixture should be provided prior to combustion (premixing), to ensure locally uniform and low reaction temperatures.
- Secondly, the reaction zone should be operated well away from stoichiometric conditions i.e. fuel lean.

Due to its simplicity, efficiency and reliability, the lean premix combustion approach, known also as Dry Low Emissions (DLE), has become the industry standard for achieving the emission targets of modern gas turbines.

However, the lean-premix combustion technique is susceptible to combustion induced thermoacoustic pressure pulsations, or oscillations, due the reduced local reaction temperatures. In the last thirty years noise emission has developed into a topic of increasing importance to society and economy. In fields such as air, road and rail traffic, the control of noise emissions and development of associated noise-reduction technologies is a central requirement for social acceptance and economical competitiveness. The noise emission of combustion systems is a major part of the task of noise reduction. The following aspects motivate research [I-4]:

- Modern combustion chambers in technical combustion systems with low pollution exhausts are 5-8 dB louder compared to their predecessors. In the operational state the noise pressure levels achieved can even be 10-15 dB louder.
- The combustion emissions become a more and more important topic for modern gas turbine engines and for airplanes. The combustion instability and noise issues are one major obstacle for the introduction of green technologies as lean fuel combustion and premixed burners in aero-engines. The direct and indirect contribution of combustion noise to the overall core noise is still under discussion. However, it is clear that the core noise besides the fan tone will become an important noise source in future aero-engine designs.
- The development of layout tools for “quiet” technologies requires calculation methods for predicting of sound power in new technical products.
I.2 General background about world electricity generation by fuels

World’s ever increasing energy demand poses great challenges to power generation in the future. In reference scenarios of the *International Energy Agency* (IEA) [I-5] and the *U.S. Department of Energy* (DOE) [I-1], the electricity generation is projected to double in the next 25 years. Although the portion of renewables has to increase dramatically, at least in a mid-term perspective, i.e., until 2050, be covered by fossil fuels ([I-6], [I-7])

In the IEA and DOE reference scenarios, gas turbines, especially in combined cycle power plants, are one of the key technologies with a projected share of 25% of the total power generation in 2030, as shown in Fig. I-1. Coal-fired power plants are expected to deliver 45%. Other studies see gas turbine power plants even at 30-40% in 2030 [I-8].

![Energy mix of world electricity generation by fuels](image)

*Fig. I-1: Energy mix of world electricity generation by fuels (reproduced from data in reference [I-1] and [I-7]).*

Both the IEA and the DOE scenarios are based on the assumption of a continuation of present policies. It is, however, to be expected that emission restrictions will get even more stringent in the future. Gas turbines feature emission characteristics that are by far better than those of coal-fired power plants. This includes CO₂, NOₓ, and SO₂. Compared to coal-fired plants, gas turbines in combined cycle operation achieve a CO₂ reduction of approximately 50%. This is due to the lower carbon content in natural gas and a higher efficiency, which for combined cycle plants reaches a value of nearly 60% compared to 45% for coal-fired power plants. Therefore, either the
percentage of gas turbines in the energy mix might increase, or parts of the coal-share might be replaced by renewables and the gas turbine portion will be at 25% [I-7]. The German Federal Ministry of Economics and Technology [I-8] stated that today gas turbines in single and combined cycle power plants account for more than 50% of the power of new installed plants worldwide.

Besides better emission characteristics and a higher efficiency, gas turbine power plants exhibit several other advantages. These are lower specific investment costs compared to other technologies, flexibility in terms of peak-, part-, and base-load operation, as well as fast installation and amortization times and a smaller footprint [I-7]. Also, the increase of installed power generated by wind power plants, a fast growing industry, is up to now accompanied by an increase of the installed power of fossil power plants, i.e., mainly gas turbines. This is necessary in order to be able to compensate the power outage in case of an unsteadiness of the wind.

The remarks made in this section underline the importance of gas turbines in the energy mix and thus the importance of getting the problem of thermoacoustic instabilities, which are one of the main issues for gas turbine manufacturers, under control.

### I.3 Thermodynamic cycle of modern gas turbine engine

Combustor chambers and turbine first stages are well-known as “black” zones because of the lack of good data due to sensor difficulty to survive and maintaining traceable calibration. Accurate temperature measurements in the first stages of the HP (High Pressure) and IP (Intermediate Pressure) turbine are critical for cooling system design and combustor performance assessment, uncertainty of ± 10 K affects the specific fuel consumption of 0.2%. Temperature and pressure ranges at the combustor exit/HP first stator can be as high as 45 bar pressure for propulsion gas turbines, with temperature higher than 2300 K; at the same location for energy generation gas turbines pressure of 20 bar and temperature up to 2000 K are typical.

Then engine performance assessment requires accurate measurements of total pressure, total temperature and gas composition. The hostile environment where the probe is immersed reduces the life of the sensor and induces quick modification of the properties of the materials, therefore changing the calibration and decreasing the accuracy.

In term of gas path measurements for steady stagnation pressure and temperature a good target for the developers is achieving 0.4% of the reading for temperature measurements and maintaining a 0.05% FS (full scale) for pressure, where the range of applications will be increased to working temperature above 1500 K assuring reliability, constant calibration and long sensor life (ultimate aim is over 20000 hours).

The Turbine Inlet Temperature (TIT) is a critical parameter of Gas Turbine systems influencing both material and coating lifetime of turbines as well as their efficiency. It is well-known that turbine entry temperatures have been steadily increasing over the years in order to increase the thermodynamic cycle efficiency. Over the last 3 decades or so, the turbine entry temperatures have increased by approximately 400°C. Clearly this has put increasing demands on all the materials used for hot section components, including the sensor and sensor packing materials. It should be noted that is not clear whether this trend will continue due to restrictions imposed by EU (European Union) regulations on the formation of oxides of nitrogen (NOx). Hence the
turbine entry temperatures can not continue to be increased indefinitely without contravening the goals set by the EU.

Fig. I-2: Ideal open end Brayton Cycle diagram

Fig. I-3: Brayton cycle (T/s and P/V diagrams)

Temperatures within the gas turbine engine involve an operating range from ambient at inlet to the fan (compressor, 1), with the maximum at the combustor exit (3) where gas temperature can exceed 2000 °C (see Fig. I-3). Thus the challenge to the sensor developer is the most extreme for components and flow from the compressor discharge (2) and through the high pressure turbine (3).
I.3.1 Fuel and oxidizer: mixing type in combustion burners

Depending upon many factors, certain types of fuels may be preferred for certain geographic locations due to cost and availability considerations. Gaseous fuels, particularly natural gas, are common used in most industrial heating applications in Europe and United States. In Asia and South America, heavy fuel oils are generally preferred although the use of gaseous fuels is on the rise. Fuels also vary depending on the application.

The fuel choice has an important influence on the heat transfer from a flame. In general, solid fuels like coal and liquid fuels like oil produce very luminous flames that contain soot particles that radiate like blackbodies to the heat load. Gaseous fuels like natural gas often produce nonluminous flames because they burn so cleanly and completely without producing soot particles. A fuel like hydrogen is completely nonluminous as there is no carbon available to produce soot.

The predominant oxidizer used in most industrial heating processes is atmospheric air. This can present challenges in some applications where highly accurate control is required due to the daily variations in the barometric pressure and humidity of ambient air. The combustion air is sometimes preheated and sometimes blended with some of the products of combustion, which is usually referred to as flue gas recirculation. For the case of air preheat the adiabatic flame temperature will be increased and result in a subsequent increase of the cycle thermal efficiency.

Combustion with High Temperature Air Combustion (HITAC) has been shown to provide potential for many engineering realities for the twenty-first century.

One common method for classifying burners is according to how the fuel and the oxidizer are mixed:

- In **premixed burners** the fuel and the oxidizer are completely mixed before combustion begins, than the oxidizer is mixed with the fuel before it reaches the flame front. This creates a thin flame front as all of the reactants are readily available. Premixed burners often produce shorter and more intense flames, compared to diffusion flames.

- A **diffusion flame** is a flame in which the oxidizer combines with the fuel by diffusion. As a result, the flame speed is limited by the rate of diffusion. Diffusion flames tend to burn slower and to produce more soot than premixed flames because there may not be sufficient oxidizer for the reaction to go to completion, although there are some exceptions to the rule. The soot typically produced in a diffusion flame becomes incandescent from the heat of the flame and lends the flame its readily identifiable orange-yellow colour. Diffusion flames tend to have a less-localized flame front than premixed flames.

I.4 Theory and experimental observations

It is extremely important to pay attention to the experience gained in the laboratory as well as in full-scale tests of devices. Theory is an indispensable aid to making sense of observational results. Conversely, discussion of various experimental observations is a natural place to introduce many of the basic ideas contained in the theory. For practical purposes, the theory often serves most successfully when used to analyze, understand, and predict trends of behaviour, thereby also
providing the basis for desirable changes in design. Experimental data are always required to produce quantitative results and their accuracy in turn is limited by uncertainties in the data. Fluid flow can be studied in a number of ways: complete experimentation, fully theoretical studies (via modelling) or computational fluid dynamics (CFD) which studies the fluid flow, and predicts heat transfer, mass transfer, chemical reactions, and related phenomena by solving governing mathematical equations using a numerical process. There is a key link between measurements provided by sensors and the result of CFD analyses. Engineering data is used for conceptual studies of new designs (Fig. 1-4) and in detailed gas turbine engine development. CFD is relatively low in cost, as using only physical experimental testing to get all essential engineering data for design can be expensive. The CFD simulations are relatively inexpensive, and costs decrease as tools become more powerful. CFD allows the analyst to examine a large number of locations in the region of interest, and yields a comprehensive set of flow parameters for examination.

![Experimental test and design cycle](image)

In terms of a better understanding of turbulent combustion and in terms of providing experimental data for validation of numerical simulations it is crucial, in general, to vary parametrically Reynolds number, equivalence ratio, fuel composition, pressure and swirl intensity.

### I.4.1 Testing

There are numerous reasons why tests are conducted in industrial combustion process:
1. Initial new product development is sometimes done at a reduced scale to minimize costs and risks. When the product is close to commercialization, large-scale (preferably full-scale) tests are required to validate the technology. End users are not likely to use a new technology until
Part 1: BIBLIOGRAPHIC REVIEW
I. Background about modern gas turbine engine

it has been validated at or near full scale, although they may be willing to do validation testing if the risk is low enough and the reward is large enough. Testing can be done to determine equipment performance. Performance is a broad term that can encompass many different elements. For burners, some important measurements may include pollution emission (e.g., NOx, CO), turndown range (minimum and maximum firing rates), fuel variability (e.g., hydrogen content), noise, flame shape (length and cross section), heat flux profile, waste destruction capability for waste fuels, and flame stability (a subjective parameter).

2. Testing may be done to generate data that can be used to validate computer models. Nearly all models involve some level of simplification because it is normally prohibitive in terms of time and cost to model the exact physics and because the exact physics are not always known. Experimental validation must be done to show how well models match actual measurements. However, this means the variability in the experimental measurements must be accurately quantified, so the comparisons with modelling results can be fairly judged.

3. Testing is sometimes used to develop empirical models that can be used to predict equipment performance. Then, the performance for any size can be extrapolated from the empirical data, without the need to test every possible size.

4. Testing can be used to validate new experimental techniques. For example, the optical techniques have been tested against more traditional and well-established techniques such as wire thermocouples and pyrometers.

There are relatively few industrial-scale combustion test facilities outside of equipment manufacturers. A report prepared from a workshop sponsored by the U.S. Department of Energy states: “For the most part, the size and type of laboratory test equipment available are inadequate, and the costs are prohibitive” ([I-2] § p.11)

I.5 Need of new sensor for measurement systems

Applications for gas turbine engines have proliferated after World War II and have been key technology contributors to the expansion of modern aero propulsion in commercial flight, operation of ocean and sea vessels, military aircraft, as well as industrial gas turbine power generation. Over time technical challenges have emerged with higher and expanded expectations for improved performance and still better cycle efficiencies. Improvement in engine efficiency has recently acquired even greater focus because of dwindling fossil fuels and increased global warming.

The need to reduce the consumption of hydrocarbon fossil fuel energies and greenhouse gas emissions are worldwide imperatives that drive the gas turbine industry to continue to improve performance. Greater thermodynamic cycle efficiency cannot occur without engines operating at higher temperatures.

Higher cycle temperatures and pressure brings new challenges to the instrumentation community for better measurement methods and development of new approaches and innovation in test technology.

Today new sensors and measurement techniques are needed to provide for high temperature hot section analyses and characterization and that data used to improved CFD and engine modelling tools.
The design, development, and fabrication of new sensors and measurement systems for product characterization to support field service problem evaluations as well as new component and centreline engine qualification and certification are an ongoing focus area.

New sensor and measurement technology can provide one of the greatest opportunities to optimize the engine component efficiencies and allow higher operating temperatures. **Simplicity in application** and **durability** in operation are two important goals for any new sensor or measurement system.

### 1.5.1 Sensor development requirements

Research activity, aimed at improving the capability of measuring devices in gas turbine, has been recently funded by the European community through a project called **HEATTOP (Accurate High Temperature Engine Aero-Thermal Measurements for Gas Turbine Life Optimisation, Performance and Condition Monitoring)**. It was a 9 million euro project within the framework 6 (FP6) program, in the aeronautic and space section. The project has started on 1 August 2006, it lasted for three years and it is due to complete in April 2010. It was a collaborative research project, which aims to develop new, more durable, more accurate instrumentation for high temperature gas turbine applications. This project targets the development and improvement of instrumentation to measure pressure, temperature (gas temperature, surface temperature, blade temperature), flow and tip clearance in gas turbines.

**Accurate hot gas path measurements (including combustion diagnostics)** are recognized as a major need for the assessment of engine component health and performance. Cost of data acquisition and test affordability are probably the biggest concerns for all gas turbine engine programs and OEM (Original Equipment Manufactures) management across the industry landscape.

These facts have been highlighted in a recent study, “The Lab Gap Matrix”, carried by **European Virtual Institute – Gas Turbine Instrumentation (EVI-GTI)** [I-9].

The sensor and measurement requirements have been defined by both the European Union **European Virtual Institute – Gas Turbine Instrumentation (EVI-GTI)** organization and the United States **Propulsion Instrumentation Working Group Consortium (PIWG)** [I-10]. A more concerted and cohesive effort is being made to better communicate the needs of the entire EU and US communities to small business suppliers and developers to more effectively address these topics of interest especially high temperature requirements.

The so called “**Lab Gap Matrix**” has been set-up following the inputs of engine OEM’s (Original Equipment Manufactures), research groups, small business developers and instrumentation vendors to identify the gaps in the instrumentation capability for measuring in gas turbines and aero-engines.

Besides the interest to validate numerical predictions of engine performance, efficiency, and component life, the availability of high temperature steady and unsteady pressure and temperature data would also enable much progress in the field of condition monitoring and active control technologies. The gas turbine environment is a very challenging place for instrumentation given the extremes of pressure and temperature and the wide operating range required.

Combustion chamber or high pressure turbine sections of gas turbines are probably amongst the most hostile environments to perform measurements. Regarding flow conditions at those
locations, the highest pressure and temperature of the latest aero-engine thermodynamic cycles exceeds **50 bar** and **2000 K**, even **up to 2200 K peak temperature**. Due to limitations of current experimental techniques and of the severe flow conditions, the measurement of pressure and temperature in the hot sections of modern gas turbines still remains a true challenge for test engineers.

### I.5.1.1 High temperature pressure sensors for gas turbine applications

Over the last three decades there has been a requirement to measure time-varying pressures in turbomachinery applications which have necessitated measurement bandwidths in the order of 100 kHz. The requirement to locate pressure transducers in increasingly hostile environments that has led to the development of high temperature pressure transducers. Future developments aimed at increasing the maximum operating temperature of pressure sensors.

High temperature pressure transducers are primarily used in research or development engines and component rig testing for several purposes:

- to validate the design methods and develop the engine/component,
- to gain an understanding of the product performance and behaviour,
- to demonstrate that the product complies with the certification and regulatory requirements.

High temperature pressure transducers are also routinely used in-service for the measurement of combustion instabilities in industrial gas turbine where the use of very lean fuel/air mixtures, which are required to achieve economical operation, can be accompanied by combustion instabilities which must be minimized to avoid structural damage. In the future, high temperature dynamic pressure transducers are likely to be used in production aero gas turbine.

High performance pressure transducers have been around since 1960’s. The latest evolution of high temperature leadless transducers, utilizing *Silicon-On-Insulator* (SOI) technology, enabled transducer operability in many harsh environments.

Despite the capability of the latest SOI based technology piezoresistive pressure transducers to withstand temperatures up to 600°C, there are regions of a gas turbine where dynamic gas path pressure are required to be measured which are significantly hotter. A modern high pressure compressor outlet temperature typically exceeds 750°C and the gas temperature in the high pressure turbine can exceed 1400°C. In these ultra high temperature environments the preferred way of measuring these small dynamic pressure reliably is to use either a flush-diaphragm transducer mounted in a water or air cooled jacket, which requires the supply of cool water or air and, although very effective, may be impractical, or the use of a non-resonant *Semi-Infinite Tube* (SIT) system which removes the pressure transducer from the very hot environment by a distance of up to 1 metre [I-11].

Manufacturers are currently researching a range of different materials and glasses in order to extend the maximum operating temperature of the leadless packaging and cables from 700°C to at least 900°C in order to realise the full potential of the silicon carbide based pressure transducer technology.

Measurement of the dynamic pressure within the combustor of a gas turbine engine requires a probe which can provide reliable data at high temperatures. Its calibration must be thermally
stable, or at least must be easily correctable for temperature variations, and it must have a small
temperature sensitivity. They are expensive and often difficult to use. The chief problem is that
the mechanical and electrical properties of most common transducer materials change rapidly
with temperature as combustion temperatures are approached. Special materials must be used just
to ensure the mechanical and electrical survivability of the transducer. The extremely limited
availability of high-temperature dynamic pressure calibration sources added to the high initial
cost and the necessity for post-processing of data make the routine use of this type of transducer
unattractive.

I.5.2 Materials for high temperature and gas turbine operation life

In general operating service above 540 °C is defined as high temperature for gas turbine
engines. More specifically, materials which operate at such temperatures consist principally of
various stainless, nickel based super alloys, cobalt based alloys, refractory metals, precious
metals, monolithic ceramics, metal matrix composites, and ceramic matrix composites. The
applications of these high-temperature materials are found in combustors, turbines, and exhaust
systems in aircraft propulsion engines and industrial gas turbine.

In order to perform successfully at high temperatures, a material must have at least two essential
characteristics:
1. it must be of high strength at temperature, since increasing temperature tends to reduce
   integrity,
2. it must have resistance to its environment, since time dependent creep, chemical activity,
   oxidation, and corrosion increase significantly with temperature.

New turbine component materials necessitate new sensors and measurement systems that
can also operate at very high temperatures.

Sensor and measurement systems must be robust, reliable, and the expectation is that the sensors
can be reused and reapplied to other following test articles. Ultimately the hope is that the sensors
would have infinite life and durability.

The durability of a sensor or measurement device may be directly tied to performance or more
importantly identify issues regarding equipment safety. Land power generation turbines can
operate 24 hours a day and in one year complete 8760 hours of operation. Every hour of
downtime for any gas turbine engine whether power generation or aero propulsion is an hour of
lost revenue as well as the cost of maintenance and overhaul.

I.5.2.1 Sapphire crystal for combustion applications

The core of the technology is the sensor head which can be fabricated from sapphire (e.g. ODC;
[I-12]). Sapphire is a single crystal aluminium oxide which is the hardest form of the oxide
crystals, is chemically inert and is an electrical insulator.

Sapphire has been selected largely for its high temperature performance but in addition for its
chemical durability and thermal properties which are well matched to suitable packaging
materials.

Summering, the sapphire is:
• well known engineering industrial material;
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- available in multiple form and widely available (many high temperature applications, e.g. sapphire light-guides and high temperature windows);
- excellent chemicals, mechanical and high temperature proprieties;
- inert to chemical attack.

The proprieties of a number of optical and packaging materials can be seen in the Tab. I-1:

<table>
<thead>
<tr>
<th>Material</th>
<th>Melting point [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sapphire</td>
<td>2053</td>
</tr>
<tr>
<td>Alumina</td>
<td>2037</td>
</tr>
<tr>
<td>Silicon Carbide</td>
<td>1825</td>
</tr>
<tr>
<td>Silicon</td>
<td>1415 (with plastic deformation &gt; 600°C)</td>
</tr>
<tr>
<td>Hastelloy</td>
<td>1340-1390</td>
</tr>
</tbody>
</table>

Tab. I-1: Optical sensor and packaging materials.

Measurements of the heat release fluctuations can be carried out using an optical system consisting of a sapphire fibre sensing the CH intensity emissions (wavelength = 430 nm, Δλ = 10 nm) from the flame front ([I-13], [I-14]). The light beam can be sent through a convex lens to a filter and through another convex lens to a photodiode.

I.6 Combustion species emissions

In the last three decades, environmental restrictions have been implemented to reduce emissions from power generation and propulsive devices. A primary focus has been to reduce the nitrogen oxides \( \text{NO}_x \) emissions. “\( \text{NO}_x \)” refers to the sum of \( \text{NO} \) (nitric oxide) and \( \text{NO}_2 \) (nitrogen dioxide), which have long been identified as harmful atmospheric pollutants, contributing to acid rain production, photochemical smog and ozone depletion.

Burning of fossil fuels in power generation, transportation and industrial burners has been shown to be a major source of \( \text{NO}_x \) in the world. \( \text{NO}_x \) is primarily produced during combustion by the oxidation of atmospheric nitrogen in the high temperature regions (above 1850 K) of the post-flame gases where there is enough energy to overcome the high activation energy of the formation reactions of \( \text{NO}_x \).

Stoichiometric burning creates the highest combustion temperatures, and since \( \text{NO}_x \) emissions increase exponentially with temperature, diffusion combustors produce high levels of \( \text{NO}_x \) (without water injection). Therefore, the engine manufacturers were compelled by emission regulations to make design changes.

Gas turbine engine exhaust gas emissions include \( \text{CO}_2 \) and \( \text{H}_2\text{O} \) as well as \( \text{CO}, \text{NO}_x, \text{unburned hydrocarbon fuel (UHC)} \) and smoke. Gas samples are usually extracted from many points in the exhaust plume at the nozzle exit by a probe rake system, transported through many feet of heated tubing, and assessed by gas analyzers. Profiles of engine performance in terms of combustion...
efficiency and fuel/air ratio indicate there are zones of incomplete combustion. Bulk averages of the multi-point samples are used to define the pollution emission indexes.

I.7 Turbulent combustion in a gas turbine combustor

The combustion process in a practical gas turbine combustor is always turbulent. There are several reasons why this is desirable:

- First, since turbulence encourages mixing of the fuel and air with each other and with the hot products of combustion, a turbulent flame is more compact. This permits the engine itself to be smaller and lighter. Next, the turbulent wake downstream of a swirler or behind a flame holder anchors the flame in a well-defined location.
- The enhanced mixing of the hot products of combustion with dilution air introduced downstream of the primary combustion zone leads to a shorter secondary zone and a more uniform temperature field entering the turbine.
- Turbulence-enhanced mixing ensures more complete combustion, thereby improving efficiency and reducing some harmful emissions.

Unfortunately, turbulent flames are inherently noisy.

I.7.1 Flame dynamics of lean premixed swirl injectors

Lean-premixed combustion technologies have been adopted by virtually every industrial gas turbine manufacturer as a Dry Low NOx (DLN) method to meet emissions regulations which are being implemented in the US and in many regions worldwide. But to meet more stringent ultra-low emissions standards being proposed, the DLN combustors have to operate at conditions near the lean limit of their stability envelopes where noise, instability, flame blowoff, and flashback can seriously affect engine performance.

Fuel injection and mixing are critical to achieving efficient and clean combustion in modern gas-turbine engines, whether they are powered by gaseous or liquid fuels:

- For gaseous fuels, the major concern is to obtain an optimal level of mixing between air, fuel, and combustion products in the combustion zone.
- When liquid fuels are employed, they must be atomized into small droplets and then distributed in an airstream before entering the combustion zone.

Swirl is a key element in all gas-turbine engines and is used to create a region of high entrainment and mixing for the fuel-air mixture. Swirl also provides an efficient mechanism to stabilize the flame in a compact region without requiring a physical flame holder.

Most gas-turbine injectors employ swirl configurations that produce central toroidal recirculation zones to provide the dominant flame-stabilization mechanism. Flows in this region are generally associated with high shear rates and strong turbulence intensities resulting from vortex breakdown.

The inlet to the combustor typically contains a complex swirl-vane structure that induces a swirl to the hot air from the compressor. The airflow may be split into multiple streams and each stream swirled independently in either the counterclockwise or the clockwise direction. Fuel (liquid or gas)
is injected before, through or after these swirl vanes, and fuel-air mixing occurs in a highly turbulent, swirling flow. Most technical combustion systems use turbulent premixed or non-premixed swirl flames with high volumetric reaction densities. To realize good ignition stability, especially, when using high air equivalence ratio to prevent thermal NO\textsubscript{x}-emissions, the flow field is swirl stabilized. The swirl flow forms a central toroidal inner recirculation zone (CRZ) and causes a longer residence time of reactive species and enables the formation of short flames of high reaction densities with the benefits of high ignition stability due to the recirculation of hot gases ([I-15], [I-16]) and the achievable low-pollution combustion. Another advantage of premixed swirl-stabilized flames is the option to reduce pollutant emissions of modern combustion systems materialized in industrial, traffic, power plant and aircraft applications compared to diffusive flames by cost-efficient design solutions.

Basic research investigation of swirl flames is given by [I-17] and [I-18]. Swirl flows and flames tend to generate periodic flow instabilities, which lead to an increasing noise emission and problem of flame stability. Combustion instabilities in swirl flames have been investigated intensively in the recent years ([I-4] § 2, [I-19], [I-20], [I-21], [I-22], [I-23], [I-24], [I-25], [I-26], [I-27], [I-28], [I-29], [I-30]) and they reveal the importance of coherent structures in the forward flow surrounding the inner recirculation zone. The existence and the influence of coherent structures on the noise emission of the flame and thus of the combustion system requires more physical knowledge to minimize combustion noise in modern industrial and aircraft applications already during the design process. Another disadvantage of swirl flames are their high noise levels caused by high reaction densities and amplified by the use of premixed flames in industrial furnaces.

**I.7.1.1 Swirl number**

In a typical swirl injector, the flow is deflected by an array of vanes positioned either axially or radially ([I-31], [I-32]), as illustrated in Fig. I-5. Both single and multiple swirlers have been employed to provide the desired fuel/air distribution for efficient combustion.
The radial swirler performed better than the axial swirler, however, in emissions performance, despite an increased premixing length. If the swirl strength is strong enough, as characterized by a nondimensional swirl number $S$, an internal recirculation zone could be established that recirculates hot product gases from downstream and serves as a reservoir of heat and chemical radicals to enhance flame stabilization. The existence and shape of this recirculation zone strongly influences flame stability.

Swirling flows have been widely used in industrial burners in order to increase fuel-air mixing and to improve flame stabilization. It has been shown that swirl can increase mixture homogeneity and shorten the characteristic time for NO$_x$ formation and result in lower NO$_x$ emissions. In fact, swirl increase can help the reduction of temperature gradient during the development of combustion reactions, also improving reactants pre-heating and leaning the mixture with respect to feeding conditions, positively influencing NO$_x$ emissions at the exhaust, which resulted quite independent (almost in the lean regime) from the equivalence ratio fed to the burner.

In general, the extent of swirl is typically defined by the swirl number $(S)$. Two different swirl numbers:

1) The formal definition of $S$ is based on the ratio of angular to axial linear flow momentum:

$$S = \frac{G_{\text{ang}}}{R_b G_x} = \frac{\int_0^\infty \rho U W r^2 dr}{R_b \int_0^\infty \rho U^2 - \frac{1}{2} W^2 r \ dr}$$  \hspace{1cm} (I-1)

where $R_b$ is the burner radius (nozzle exit radius), $r$ is the radial position, $G_{\text{ang}} (=G_{\phi})$ is the angular momentum in the swirled section and $G_x$ is the axial flux of axial momentum, then the linear momentum flux through the unswirled center core and the swirled annulus. These terms can be calculated by integrating the mean axial, $U$, and the mean swirl, $W$, velocity components across the burner exit.

Another formal definition of swirl number is ([I-33], [I-34]):

$$S = \frac{\int_0^{R_b} \left[U W + <uw>\right] r^2 dr}{R_b \int_0^{R_b} \left[U^2 - \frac{1}{2} W^2 + <uw> - \frac{<vv> + <ww>}{2}\right] r \ dr}$$  \hspace{1cm} (I-2)

where the Reynolds stresses involved were the normal stress in the axial direction $<uu>$, the normal stress in the radial direction $<vv>$, the normal stress in the tangential direction $<ww>$, and the shear stress in the tangential direction $<uw>$. The $<>$ is the averaging operator.

It is worth noting that the definition (I-2) of the swirl number is one choice out of a variety of swirl numbers in use ([I-35], [I-36]).

A second possible definition is given, for example, by neglecting the influence of turbulence in equation (I-2) [I-37]:
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\[
S = \frac{\int_0^{R_b} U W r^2 dr}{R_b \int_0^{R_b} \left( U^2 - \frac{1}{2} W^2 \right) r dr} \quad (I-3)
\]

and a third possibility is given by ([I-35], [I-38]):

\[
S = \frac{\int_0^{R_b} U W r^2 dr}{R_b \int_0^{R_b} U^2 r dr} \quad (I-4)
\]

For a typical single-element injector (Fig. I-5) with a flat vane swirler the swirl number \( S \) can be defined as the ratio of the axial flux of the angular momentum to the product of the inlet radius and axial flux of axial momentum [I-32]:

\[
S = \frac{\int_{R_{id}}^{R_{idb}} \bar{u} wr^2 dr}{\int_{R_{id}}^{R_{idc}} \bar{u}^2 r dr} \quad (I-5)
\]

where \( R_{cb} \) is the radius of the centerbody, \( R_{id} \) is the radius of the inlet duct, \( u \) is the axial velocity and \( w \) is the azimuthal velocity.

Other parameters – such as inlet swirl-vane geometry, Reynolds number, confinement geometry, and inlet velocity (both mean and fluctuation) profiles – can all affect swirl effects.

2) The formal definition of swirl number is not convenient because velocity data are not usually available. For engineering applications, a swirl number definition based on the geometry of the device is more amenable. With the assumption that the distribution of the axial flow remains flat, and \( U \) and \( W \) at the burner exit are kinematically related to the blade angle as \( \tan \varphi = U/W \), the axial flux of angular momentum in the annular section is then written as follows:

\[
G_{ang} = 2\pi \rho \int_{R_i}^{R_a} U_a (U_a \tan \varphi) r^2 dr = 2\pi \rho U_a^2 \tan \varphi \left( \frac{R_b^3 - R_c^3}{3} \right)
\]

Here, \( U_a \) is a mean axial velocity supplied through the swirl annulus, \( R_c \) is the central core radius, and \( \varphi \) is the swirler (guide) van angle. By assuming flat axial velocity distribution, the linear momentum flux from the two regions of the burner is then calculated as follows:

\[
G_x = 2\pi \rho \int_{R_i}^{R_a} U_a^2 r dr + 2\pi \rho \int_{R_i}^{R_c} U_c^2 r dr = \pi \left[ \rho U_a^2 (R_b^2 - R_c^2) + \rho U_c^2 R_c^2 \right]
\]
where $U_c$ is a mean axial velocity through the center core. Then, the equation of the geometric swirl number (I-1) for the vane swirl burner can be written:

$$S = \frac{G_{\text{ang}}}{R_b G_s} = \frac{2}{3} \tan \varphi \left( 1 - R^3 \right)$$

$$= \frac{2}{3} \left[ 1 - R^2 + \frac{U_c^2}{U_a^2} \frac{R^2}{1 - R^3} \right] \tan \varphi$$  \hspace{1cm} (I-6)

Here, $R$ is the ratio of centerbody to burner radii $R = R_c/R_b$. It is simplified further when $U_c/U_a$ is expressed in terms of $m$ the mass flux ratio (flow-split) $m = m_c/m_a$ through the centerbody ($m_c$) and annular ($m_a$). The mass flux ratio is the same as the ratio of the effective areas of the center core and the swirl annulus and can be determined simply by the use of standard flow pressure drop procedure. Obviously, it is a more convenient form for engineering designs.

If we assume that the axial and azimuthal velocities are uniform and that the vanes are thin, the geometrical swirl number can be written as [I-15]:

$$S = \frac{2}{3} \left[ 1 - \left( \frac{R_c}{R_a} \right)^2 \right] \frac{1 - R^3}{1 - R^2} \tan \varphi$$  \hspace{1cm} (I-7)

I.7.1.2 Unsteady cold flow evolution in swirl coaxial injector

The analysis of dynamics of coherent structures in swirl injector turns out to be very difficult, and the results may depend on the flow considered. Thus, the modifications of these coherent structures (the underlying mechanisms of mixing enhancement) by swirl is not well understood at present.

Investigations of swirl effects by experiments and numerical simulations are very challenging. Experimental studies may provide insight into the spatial changes of mean flow and turbulence characteristics. However, information about characteristic length and time scales of turbulent motions and insight into the temporal dynamics of coherent structures are difficult to obtain in this way. Numerical simulations can provide insight into the mechanism of swirling turbulent jets.

Swirl coaxial injectors are commonly used in modern gas turbine engines to achieve efficient and clean combustion. In addition to its primary functions of preparing a combustible mixture and stabilizing the flame, the injector acts as a sensitive element that may generate and modulate flow oscillations in the chamber through the following two mechanisms. First, the internal flow evolution in an injector is intrinsically unsteady and involves a wide variety of structures with different time and length scales. These structures, when convected downstream, can easily interact with the flowfield near the injector exit and modify the local flame-zone chemistry. Second, the injector flow may interact resonantly with the acoustic waves in the combustor.

The flow evolution inside a combustor chamber with swirl injector exhibits several distinct features, as follows. First, the flowfield is essentially irrotational after passing through the radial-entry swirl vanes. Strong vorticity then develops in the boundary layers near the walls, and in the
regions downstream of the guide vanes and the centerbody, due to the large velocity difference in the shear layers.

Second, when the flow travels downstream of the centerbody, the strong swirling motion and its associated centrifugal force produces large radial pressure gradients, which then induce a low-pressure core around the centerline. As the flow expands and the azimuthal velocity decays with the axial distance, the pressure is recovered. A positive pressure gradient is consequently generated in the axial direction and leads to the formation of a central recirculating zone (CRZ) flow, a phenomenon commonly referred to as vortex breakdown or vortex burst. The formation of the recirculation flow zone, a form of vortex breakdown, acts as an aerodynamic blockage or the threedimensional bluff body which serves to stabilize flames. The resultant flow detachment from the rim of the centerbody gives rise to a vorticity layer, which subsequently rolls, tilts, stretches, and breaks up into small eddies. These small vorticity bulbs interact and merge with the surrounding flow structures while being convected downstream. The entire process is highly unsteady and involves a wide range of length and time scales.

Third, because of the opposition of the swirler vane angles, two counter-rotating flows with different velocities in the streamwise and azimuthal directions merge at the trailing edges of the guide vanes. Vortices are generated in the shear layer regions and shed downstream sequentially due to the Kelvin–Helmholtz instabilities. In comparison with the vortex-breakdown-induced central recirculating flow, the flow structures associated with the periodic vortex shedding in the outer region are small and well organized. The shear layer instability, along with the helical and centrifugal instabilities, induces large asymmetric structures on the transverse plane.

Finally, the aforementioned flow structures in various parts of the injector and their underlying mechanisms interact and compete with each other. When the swirl number changes, the dominant instability mode may switch correspondingly.

1.7.1.3 Precessing Vortex Core and Central Recirculation Zones in lean premixed swirl injectors

Three main spiral vortex structures controlling the flow field near the burner mouth were identified [I-39]:
1. *precessing vortex core* (PVC),
2. *helical central recirculation vortex* (HCRV),
3. *helical outer vortex* (HOV)

The jet breakdown zone is the conjunction of a pair of co-rotating co-winding spiral vortices (PVC and HCRV). The outer vortex (HOV) is responsible for controlling fluid entrainment in the outer shear layer of the jet. The HOV sign is opposite to the sign of the internal vortices (PVC and HCRV). All the structures are left-handed spirals (sense of winding opposite to basic flow rotation) but with drastically different pitches: the PVC has a large pitch and axis aligned along the axial coordinate; the HCRV and HOV are tightly coiled helices with a small pitch and axis.

---

1 The Kelvin–Helmholtz instability, after Lord Kelvin and Hermann von Helmholtz, can occur when velocity shear is present within a continuous fluid, or when there is sufficient velocity difference across the interface between two fluids. The theory is used to predict the onset of instability and transition to turbulent flow in fluids of different densities or moving at various speeds. Any time there is a non-zero curvature, the flow of one fluid around another will lead to a slight centrifugal force which in turn leads to a change in pressure thereby amplifying the ripple.
aligned azimuthally (orthogonally to the PVC axis). The PVC is the primary and most powerful structure (the PVC core includes primary vorticity generated by the swirler); the HCRV and HOV are considered here as secondary vortical structures. Interaction between the PVC and HCRV leads to their eventual merging and disintegration. In the near field region ($z<0.5d$), the instantaneous central reverse flow area is intrinsically asymmetrical, following the PVC locus shifted away from the burner geometrical centre. At greater distances (after PVC dissipation) the flow becomes nearly axisymmetric.

The onset of different recirculation regions, connected to swirl strength, can strictly influence the main combustion features. In fact, while the toroidal central recirculation zone (CRZ) is important for reactants mixing and flame stabilisation, the corner recirculating zone (close to the combustion chamber walls) induces entrainment of a large amount of hot burned gases into the outflowing reactant mixture.

One of the most important flow characteristics of a swirl injector is vortex breakdown, a phenomenon that manifests itself as an abrupt change in the core of a slender vortex, and usually develops downstream into a recirculating bubble or a spiral pattern. The flow region of vortex breakdown provides the dominant flame stabilization mechanism, and is characterized by the existence of internal stagnation points and reversed flows.

Although various forms of vortex breakdown have been identified (e.g., bubble and spiral type breakdown) [I-41], they all share as a common and predominant feature an abrupt deceleration of the flow near the axis leading to the formation of a stagnation point, as if a solid obstacle had been introduced into the flow ([I-40], [I-41]).

When increasing the swirl, a strong coupling develops between axial and tangential velocity components. A vortex breakdown is a change in structure of a vortex initiated by a variation in the characteristic ratio of tangential to axial velocity components [I-41].

Many combustion systems and lean-premixed gas turbine combustors use swirl-induced recirculation for flame stabilization and mixture formation. Swirl-induced central recirculation zones (CRZ) are a result of the vortex breakdown phenomenon which occurs in high swirling flows and can impact on combustor dynamics through the appearance of a precessing vortex core (PVC), where the whole CRZ rotates around the combustor axis (Fig. I-6 and Fig. I-7). Since the PVC is an unsteady periodic phenomenon, unwanted combustion induced oscillation may result and may affect lean stability limits and combustion dynamics. The ability of CFD methods to predict swirl-induced phenomena is under investigation and it seems that only the Large Eddy simulation (LES) approach is capable of capturing the 3D time-dependent flow structures that have been observed experimentally.
When a PVC appears it is linked and possibly coupled with the CRZ. Typically, it is of helical form and is wrapped around a distorted asymmetrical CRZ. This flow combination also excites secondary flows especially radial axial eddies, and recent LES work indicates that these eddies, shed from the edge of an inlet shear flow can propagate downstream and help to initiate thermoacoustic instability.

Under isothermal conditions the frequency of the PVC can be characterised for a range of different swirl flow systems by a Strouhal ($St$) and Swirl number ($S$). There is evidence that a central fuel injector or bluff body of significant size can allow the formation of the PVC to much lower levels of swirl than previously thought especially when the central fuel jet is of low velocity [I-30].

Under combustion conditions the behaviour is more complex, the PVC occurrence and amplitude are also strong functions of mode of fuel entry, equivalence ratio ($\Phi$) and level of confinement.
Axial fuel entry, except at exceptionally weak mixture ratios, often suppresses the vortex core precession. A strong double PVC structure is also found under certain circumstances [I-30]. Values of Strouhal number are very much a function of Swirl number, less so of equivalence ratio, also being complicated by the occurrence of double PVC for certain swirl number ranges. Premixed or partially premixed combustion can produce large PVC, similar in structure to that found isothermally: this is attributed to the radial location of the flame front at the swirl burner exit.

Although PVCs and vortex shedding have been investigated in various publications of non-reacting swirling flows, not much is known about the impact of these flow instabilities on combustion ([I-30], [I-42]). Systematic studies of precessing vortices in combustor systems began with the work of Syred and Beer [I-43] and have continued up to the present time ([I-30], [I-44], [I-45], [I-46]). It has been established that this instability may be coupled with acoustic or combustion instability modes. Rotating modes are instabilities which are commonly observed in swirling flows. A paper of Selle et al. [I-47] shows that, in complex geometry swirled combustors, such modes can appear for both cold and reacting conditions but that they have different sources: while the cold flow rotating mode is essentially hydrodynamic and corresponds to the well-known PVC (Precessing Vortex Core) observed in many swirled unconfined flows, the rotating structure observed for the reacting case inside the combustion chamber is not hydrodynamically but acoustically controlled, then their nature is very different: for the cold flow, the rotating mode is an hydrodynamic mode, but it becomes acoustically controlled when combustion is activated. The two transverse acoustic modes (i.e. tangential azimuthal and/or radial) of the combustion chamber couple and create a rotating motion of the flame which leads to a self-sustained turning mode which has the features of a classical PVC but a very different source (acoustics and not hydrodynamics).

For low swirl numbers coherent structures are relatively weak, while with higher swirl numbers their intensity increases substantially. For applications, coherent structures play an important role as they influence mixing of heat and species to a large extent and hence the entire reaction process in swirl burners.

### 1.8 Active combustion control

Future aircraft engines must provide ultra-low emissions and high efficiency at low cost while maintaining the reliability and operability of present day engines. The demands for increased performance and decreased emissions have resulted in advanced combustor designs that are critically dependent on efficient fuel/air mixing and lean operation. In order to meet these goals advanced combustor designs will be required. Active Combustion Control which consists of feedback-based control of the fuel injection, the fuel-air mixing process, and the staging of fuel sources, can provide an approach to achieving acceptable combustor dynamic behaviour while minimizing emissions, and thus can provide flexibility during the combustor design process. The three main areas of interest in active combustion control are [I-48] (see Tab. I-2):

1. combustion instability control,
2. emission minimizing control,
3. burner pattern factor control.

The long-term intent is to combine the objectives of each individual Active Combustion Control technology into a single intelligent fuel/air management system to provide low emissions
throughout the engine operating envelope. These areas are described below and the parameters of interest for feedback control are introduced [I-48].

<table>
<thead>
<tr>
<th>Main areas of interest in active combustion control</th>
<th>Example of parameters of interest for feedback control: sensing specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Combustion instability control</td>
<td>~ ±1 psi (= 6890 Pa = 0.07bar) dynamic pressure measurements</td>
</tr>
<tr>
<td></td>
<td>• active control of high frequency combustion instability, ~ 700 Hz bandwidth</td>
</tr>
<tr>
<td></td>
<td>• ±5% accuracy</td>
</tr>
<tr>
<td></td>
<td>• +2800 °F (=1537°C), +400 psi (=27.5 bar) combustor environment</td>
</tr>
<tr>
<td>2) Emissions minimizing control</td>
<td>Array of emissions species (CO, CO₂, NO) measurements at the HPT stator vanes</td>
</tr>
<tr>
<td></td>
<td>• ~ 2500 °F (=1371°C) environment</td>
</tr>
<tr>
<td></td>
<td>• ±5% accuracy</td>
</tr>
<tr>
<td></td>
<td>• &lt; 5 Hz bandwidth</td>
</tr>
<tr>
<td></td>
<td>• Dynamic pressure measurements</td>
</tr>
<tr>
<td>3) Burner pattern factor control</td>
<td>Circumferential array of temperature measurements mounted at HPT stator vanes</td>
</tr>
<tr>
<td></td>
<td>• ~ 2500 °F (=1371°C) environment</td>
</tr>
<tr>
<td></td>
<td>• ± 2 % accuracy</td>
</tr>
<tr>
<td></td>
<td>• &lt; 1 Hz bandwidth</td>
</tr>
</tbody>
</table>

Tab. I-2: Example of parameters of interest for feedback control in Active Combustion Control [I-48].

I.8.1 Combustion instability control

As the requirements for reducing emissions become more stringent, the combustor designs move towards a “lean” burning solution where the fuel/air mixture contains more air to allow for complete combustion of the fuel while forming less pollutants. However, such combustor designs are more susceptible to instability due to thermo-acoustic driven pressure oscillations. Active control of such oscillations can allow for more efficient, lower emissions combustor designs. Then, in recent years, there has been considerable research into combustion instability suppression.

Effective suppression of the high frequency combustion instabilities (e.g., which result from the relatively short aero-engine combustor geometries) is a critical enabling technology for lean-burning low emission combustors and requires several key issues to be addressed:

1. First, a combustion instability controllers, that are sensors and algorithms able to detect and interpret the instability need to be developed.
2. Second, an **actuator**, that is a device that can introduce controlled perturbations into the combustor to affect change on the instability is needed.

3. And lastly, suitable **control algorithms** are needed to drive the actuators to obtain suppression of the instability. Usually control methods use pressure sensors and they are based on an adaptive, phase-shifting approach. They sense the combustion pressure, calculate the average power in the pressure oscillations, and adapt the phase of the valve-commanded fuel flow variations in order to reduce the power in the pressure oscillations.

In recent years, there has been considerable activity addressing Active Combustion Control (ACC). Government, academia, and industry research efforts, through analysis and the use of laboratory combustors, have shown the considerable potential for active control. Developing practical and affordable sensor technology capable of measuring parameters in this extremely harsh environment will be a major challenge.

### I.8.2 Emission minimizing control

Due to non-uniformities in the fuel/air mixing and in the combustion process, there typically exist **hot streaks in the combustor exit plane entering the turbine**. These hot streaks limit the operating temperature at the turbine inlet and thus constrain performance and efficiency. In addition, these hot streaks can be zones of increased formation of nitrogen oxides ($\text{NO}_x$). Elimination of the hot streaks can provide greater turbine life, can effectively increase the maximum combustor operating temperature and thus increase engine efficiency and performance, and can also contribute to emissions reduction.

Finally, the **combustor flame temperature** is largely a function of the combustion zone fuel-air mixture ratio ($\Phi$). In order to minimize the formation of carbon monoxide (CO) and unburned hydrocarbons (UHC), it is desirable to maintain a mixture ratio near stoichiometric. Unfortunately, mixture ratios near stoichiometric give high flame temperatures that lead to increased $\text{NO}_x$ formation. In order to simultaneously minimize production of carbon monoxide (CO), unburned hydrocarbons (UHC), and oxides of nitrogen ($\text{NO}_x$), tight control over the fuel-air ratio is required throughout the operating range of the combustor. The challenges for this technology are the development of simplified emission production models that can be used for control design, development of suitable approaches to actively control the fuel/air mixture ratio, and the development of the necessary feedback control sensors for operation within the engine environment. It is desirable to have emission species sensors for direct feedback control purposes. A secondary traditional option is to use pressure sensors through which the level of emission production can be inferred.

### I.8.3 Burner pattern factor control

Burner pattern factor is an indicator of the difference between the maximum and average temperature at the turbine inlet. Reducing the burner pattern factor can eliminate some of the hot streaks at the turbine inlet which will increase the life of turbine blades. Reducing the burner pattern factor may also result in more uniform fuel burning and reduced emissions. Burner pattern factor control seeks to develop an active engine fuel distribution system capable of producing a more uniform combustor exit temperature. Burner pattern factor control
frequently employs a temperature feedback approach: based upon temperature feedback from circumferentially arranged temperature sensors at the combustor exit plane, the control system issues commands to fuel flow valves circumferentially arranged inside the combustor so as to achieve as uniform a temperature distribution at the exit plane as possible. Some of the past temperature feedback sensing options considered for burner pattern factor control included an array of thin film thermocouples attached to the high pressure turbine stator vanes, and acoustic tomography. Developing sensors which can survive in this harsh environment, and which are readily accessible for maintenance purposes are key design issues.

I.9 Future

Industrial combustion is expected to continue to play a prominent role in the future. It is directly related to the vast majority of energy consumption in the world and indirectly related to many of the products people use on a daily basis. The increasing attention on the environment means that industrial combustion pollution emission are expected to continue to reduce over time. Energy efficiency is also expected to be of interest as well. A wide range of testing configurations will continue to be used to simulate realistic operating conditions. It is expected that field testing in particular, with all of its limitations, will continue to be an important component of a combustion technology development program, especially since most end users will be unwilling to use a technology that has not been verified on a large scale, preferably in an operating plant. The use of optical instrumentation is expected to increase in the future because it has some important advantages compared to physical probes. The main barrier to using many of the optical techniques has been adapting them for use in an industrial environment. More experience continues to be gained using these sophisticated techniques in the harsh environments often present in industry. While computer modelling continues to grow in popularity, current models can not replicate the complete physics of an industrial combustion system because of computer hardware limitations and because not all of the physics are completely known. In nearly all models, simplifications need to be made to get results in a reasonable amount of time. In addition, those models still need experimental data for validation.
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II. Thermo-acoustic instabilities: fundamental processes and mechanisms

II.1 Introduction

Flow oscillations always exist in a practical combustion device, even under stable operating conditions. Combustion with small amplitude pressure fluctuations (e.g., less than about 5% of the mean chamber pressure for certain combustors) is defined as stable combustion. Combustion with large-amplitude periodic pressure oscillations is termed unstable (oscillatory) combustion, and is referred to as “combustion instability” ([I-32], [II-1]).

Turbulent combustion involves many individual, physical processes of high complexity, e.g. chemical kinetics, differential molecular diffusion, radiative heat transfer, phase transition, flame/acoustics interactions, and of course the turbulent flow itself, which is indeed also an unsolved issue. The nonlinear coupling between all these phenomena completely determines the behaviour of practical systems. Due to this complex coupling truly predictive numerical models are not available at present for realistic installations, although they are of course necessary to improve existing devices and develop new configurations.

Two categories of combustion oscillations exist: forced oscillations and self-sustained oscillations.

- Forced (or resonant) oscillations occur as a response of the burner/combustion chamber system to an external driver that generates a harmonic signal in resonance with one of the acoustic modes of the system.
- On the contrary, self-sustained oscillations do not need an external source and may arise from infinitesimally small initial perturbations of the heat release at the flame front. Under stable operation these perturbations result in a white combustion noise, whereas the spectra of the pressure signals produced by combustion instabilities feature single frequencies that can be easily identified because of their significant amplitudes and correspond to the unstable acoustic modes.

The term “combustion instability” indicate a particular case of thermo-acoustic instability and it means generally an oscillation of the pressure in a combustion chamber, having a fairly well-defined frequency which may be as low as 10-20 Hz or as high as several tens of kilohertz. Combustion instabilities are characterized by large-amplitude oscillations of one or more natural acoustic modes of the combustor. Such instabilities have been encountered during the development and operation of propulsion (e.g. rockets and ramjets), power generation (e.g. industrial land-based gas turbine combustor), boiler and heating systems, and industrial furnaces.

In general, the occurrence of thermo-acoustic instabilities is problematic because they produce large-amplitude pressure and velocity oscillations, flame blow-off or flashback, excessive noise, severe vibrations that interfere with control-system operation, limit operational flexibility, enhanced heat transfer and thermal stresses to combustor walls, oscillatory mechanical loads that result in low- or high-cycle fatigue of system components, and finally they can even result in structural damage and may result in premature component wear that could lead to costly shutdown or catastrophic component and/or mission failure.

Then, combustion noise and stability have received sustained attention in both the academic and industrial communities, particularly over the last fifty years. During this time, the literature on
this issue has grown enormously, and now spans numerous applications, including industrial land-based gas turbine combustors ([II-2], [II-3], [II-4], [II-5], [II-6], [II-7], [II-8], [II-9], [II-10], [II-11]), rocket engines and aeroengines ([II-12], [II-13], [II-14], [II-15], [II-16], [II-17], [II-18], [II-19], [II-20], [II-21]). Both solid and liquid fuelled propulsion systems for rocket engines can be prone to instability, and this effect has been extensively studied for a long time (e.g., [II-20], [II-21], [II-22], [II-23], [II-24], [II-25], [II-26]).

In land-based gas turbines, the system pressure ranges up to 3.5 MPa and pressure fluctuations of the order of 1% of the mean pressure were observed, which could reach up to 0.1 MPa [I-7]. In solid propellant and liquid-fuelled rocket engines, where the mean pressure level is considerably higher, i.e., up to 40MPa, pressure fluctuations can easily reach up to 10% of the mean pressure.

The previous effects, that thermoacoustic instabilities might have, can be here divided in three categories:

1) Impact on the quality of the combustion process by increasing NOx and CO emissions, causing flashback, or leading to extinction.
2) Reduction of component lifetime and, in the worst case, total system failure. This can be due to structural vibrations causing wear and tear that result in low- or high-cycle fatigue as well as increased heat transfer to the combustor walls causing increased thermal stresses.
3) Increased noise emissions and impact on health.

Generally, all three of them involve a deterioration of system performance, as they cause thrust oscillations and limited operating regimes that may prohibit the operation at the design point.

### II.2 Acoustic-vortex-flame interactions in Gas Turbines

During combustion instabilities three physical mechanisms interact in a highly nonlinear and unsteady manner. These three mechanisms are vortex motion (i.e. fluid-dynamic vorticity), unsteady combustion heat release (i.e. flame, or entropy waves) and acoustic fluctuations.

Earlier studies in 1958 [II-27] characterized these three mechanisms as vorticity, entropy waves and acoustic, although only the acoustic field behaves as a wave, whereas both vorticity and entropy “waves” are convected at the local flow velocity. In combustion systems, entropy fluctuations can be attributed to unsteady flame propagation.

How is it possible that apparently coherent, nearly classical acoustic waves exist in chambers containing highly turbulent non-uniform flow? [II-27]:

- Any small amplitude (linear) disturbance may be synthesized of three modes of propagation:
  1. Vortical or shear waves characterized by nonuniform vorticity.
  2. Entropy waves or “spots”, small regions having temperatures slightly different from the ambient temperature of the flow. They are generated by the unsteady heat release.
  3. Acoustic waves.

**Entropy waves** are compressional waves (i.e., fluctuations in pressure and density) in which the internal energy and velocity remains constant.

**Sounds waves** (e.g. fast/slow waves), like entropy waves, are fluid dynamic compressional waves that propagate a fluctuation in pressure and density. Unlike entropy waves, the internal energy of sound waves varies while entropy remains constant.
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II.2.1 Characteristics of acoustic, vortical and entropy disturbances

Several characteristics of acoustic, vortical and entropy disturbances can be noted:

a) Entropy and vortical waves having small amplitude propagate (are “convected”) in a uniform field with the mean flow speed (the bulk velocity, $u_0$), but acoustic waves propagate with their own speeds of sound ($c$). Consequently, in low-Mach number flows, these disturbances have substantially different length scales. Acoustic properties vary over an acoustic length scale, given by $\lambda_a = c / f$, whereas entropy and vorticity modes vary over a convective length scale ($\lambda_c$), given by $\lambda_c = u_0 / f$. Thus, the entropy and vortical mode wavelength is shorter than the acoustic wavelength by a factor equal to the mean-flow-Mach number $\lambda_c / \lambda_a = u_0 / c = Ma$. This can have important implications on acoustic-flame interactions.

In the linear limit, only acoustic waves carry disturbances of pressure. All three types of waves possess velocity fluctuations and the three modes can become coupled. As a result, each of the waves may then carry pressure, temperature and velocity fluctuations.

b) Entropy and vorticity disturbances propagate with the mean flow and diffuse from regions of high to low concentration. In contrast, acoustic disturbances, being true waves, reflect off boundaries, are refracted at property changes, and diffract around obstacles. In general, the reflection of acoustic waves from multidimensional flame fronts results in a complex, multidimensional acoustic field in the vicinity of the flame.

c) In a homogeneous, uniform flow, these three disturbance modes propagate independently in the linear approximation.

II.2.2 Length and time scales

Acoustic-vortex-flame interaction occurs in many devices, such as liquid-propellant and solid-propellant, ramjet engines and dump combustors.

The interaction between acoustic waves, vortex motion and unsteady flame motion involves a wide range of time and length scales, and this range depends not only on the actual sources (e.g. compressibility, shear layer separation and roll-up, or heat release) but also the geometry.

If these modes are to interact, there has to be some overlap between their respective time and length scales. Therefore, it is instructive to make some order-of-magnitude estimates of these time and length scales for a typical gas turbine combustor (see Fig. II-1):
1. Fluid-dynamic length scales

From geometric data, the characteristic length scale of the combustor in gas turbine is the integral scale \((l \approx D)\) that is in the range 0.01-0.1 m. The integral scale represents the characteristic energy-containing eddies that play a major role in energy and scale transport in shear flows.

For the preceding length scales, the turbulent Reynolds number, \(Re_l = \frac{u'l}{v}\), where \(u'\) is the turbulence intensity, is estimated to be in the \(10^2-10^4\) range. On using inertial range scaling, \(l \approx Re_l^{3/4}\), the Kolmogorov scale \(\eta\) can be estimated to be in the range \(10^{-4}-10^{-5}\) m. Thus, fluid dynamic length scales that are characteristic of vortex motion range from \(10^{-5}-10^{-1}\) m.

Shear flow is the source of vorticity generation and convection. The flow from the inlet duct forms a complex three-dimensional swirling shear flow in the combustor and contains large-scale coherent structures that undergo growth and eventual breakdown into fine-scale three-dimensional turbulence further downstream.

2. Reacting flows length scales: entropy scales

For reacting flows, additional length scales have to be considered. For example, in two-phase systems, droplets are in the \(10^{-4}-10^{-6}\) m range, whereas molecular mixing and combustion occur in the \(10^{-8}-10^{-9}\) m range. This is just an estimate, since mixing and flame regions vary over a wide range.

Combustion-related unsteady heat release is the source of “entropy” mode, which is typically characterized by fluctuations in temperature. Combustion occurs in a compact region because the flame is stabilized in a region upstream of a recirculation bubble that is created by the swirl in the incoming flow.

3. Acoustic length scales

Acoustic timescales can also be estimated on the basis of the range of frequencies known to be excited in gas turbine engines. Typical frequencies are in the range of 100-10000 Hz, and under standard conditions the typical acoustic length scales of interest \((\lambda_a)\) are in the \(10^2-10^0\) m range.

Compressibility (i.e., density variation resulting in pressure fluctuations) is the source of acoustic wave motion. Because of the many ducts and passages in a gas turbine, there are many possible acoustic modes in the combustor. The entire region from the compressor exit to the turbine entrance boundary can play a role in acoustic wave motion. Because of the geometric nature of the combustor and the swirling flame structure, radial and circumferential acoustic modes can also exist.
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These estimates suggest that although a significant disparity exists between the characteristic length scales in which vortex motion, acoustic fluctuations, and heat release each dominate, there are also some regions of overlap. The preceding argument is a rather simplistic view, since in reality, eddies of all scales coexist and interact in a highly nonlinear manner in a turbulent flow. For example, the flame-response timescale, $\tau_f = \delta_f / S_L$, where $\delta_f$ and $S_L$ are the laminar flame thickness and speed, respectively, for a premixed system, is in the range of $10^{-3}$-$10^{-2}$ s, which is of the same order as acoustic timescales for frequencies in the 100-1000 Hz range. Thus, it is possible for an acoustic field to couple with heat release even in the absence of a turbulent cascade of length scales. This wide range of scales offers a serious challenge to both experimentalist and modellers. Experimental diagnostic tools and simulation models both have to be refined well enough to capture this wide range of scales accurately. That is easier said than done.

Studies often find that a Strouhal number, defined as $St = \frac{\omega L_f}{u_0} = \frac{2\pi L_f}{\lambda_c}$, is a key parameter that affects the flame response to perturbations. Note that $St$ is proportional to the ratio of the flame length ($L_f$) and convective wavelength ($\lambda_c = u_0 / f$). A flame whose length is much less than an acoustic or convective wavelength is referred to as acoustically or convectively compact.

<table>
<thead>
<tr>
<th>$\tau$ (s)</th>
<th>Fluid-dynamic</th>
<th>Chemistry</th>
<th>Acoustic</th>
<th>Chemiluminescence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-1}$</td>
<td>(Diffusion)</td>
<td>(Slow chemistry) NOx</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>(Turbulence)</td>
<td>(Finite-rate chemistry) Soot (Heat Release)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>(Kolmogorov Scale)</td>
<td>H$_2$O, CO$_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td></td>
<td>CO + Radical reactions (Fast chemistry)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. II-1: Table of multi-scale interaction phenomena in combustion instability field.
II.3 Combustion instabilities in the new generation of gas turbine

II.3.1 Decreasing in pollutant emission

Modern gas turbine combustion chamber have little in common with the combustion system used for the world’s first industrial gas turbine to go into commercial operation, at Neuchatel in Switzerland, built in 1939 by Alstom. The thermal combustion intensity has increased from 10 $MW/m^3$ up to levels of more than 200 $MW/m^3$. At the same time, the requirement to meet ever increasing environmental standards has brought emission levels down from more than 500 ppm $NO_x$ to below 25 ppm. This dramatic increase in combustion efficiency and decrease in pollutant emission has essentially become possible through the development of lean-premixed combustion technology.

Until fairly recently, combustion instabilities in land-based gas turbines had received much less attention than in other systems (e.g. propulsion systems made of rockets, thrust augmenters and ramjet engines). The situation changed with increased emphasis on reducing air pollution during the past twelve years, in particular of the major pollutant oxides of nitrogen, NO (more generally $NO_x$).

A strategy for reducing emission of $NO_x$ is to lower the average temperature at which primary combustion occurs and takes place, in accordance with the Zel’dovich mechanism for producing Thermal $NO_x$ [II-28], then the generation of $NO_x$ by the thermal mechanism is reduced. However, at lower temperatures, the rate of production of another pollutant, carbon monoxide (CO), is increased. At high temperatures, the equilibrium of CO$_2$ and CO is shifted as CO$_2$ dissociates to form more CO. Thus in practice, the production, or rather the equilibrium concentration of carbon monoxide, is minimum in a range of temperature not too high, not too low.

Lower combustion temperature may be achieved by operating under lean conditions, when the flame stabilization processes tend to be unstable. Unfortunately, at lower temperatures achieved by operation at lower local values of fuel/air ratio, the processes stabilizing the flame are less stable and tend to encourage the excitation of oscillations. Fluctuations of the flame cause fluctuations of energy release, which in turn may produce fluctuations of pressure, exciting acoustical motions in the chamber. As a result, during the past ten-twelve years combustion instabilities have become a serious problem in the development of stationary power generation systems based on combustion, mainly of hydrocarbon fuels.

Burners submitted to instabilities near stoichiometric conditions usually have a best compromise between high efficiency and high $NO_x$ emission rate but the Sound Pressure Level (SPL) in conditions of incipient extinction can reach high critical values. Lean premixed combustion is especially prone to combustion instabilities ([II-29], [II-30]), and this is leading to long and expensive development. At low combustion temperatures, realized in lean flames, the emission of $NO_x$ decreases, but the flames tend to be unstable near the lean limit (LBO, lean blow-off), and their coupling with combustor acoustics may result in combustion instability.
II.3.2 Damaging of combustors

Thermo-acoustic combustion dynamics are objectionable for at least two primary reasons:

1) Under some circumstances, the activity within the combustor generates an externally audible tone at intolerable levels.

2) More frequently, the pressure oscillation can also drive resonant vibrations in mechanical components, resulting in significant hardware damage (e.g., using a multidisciplinary approach combining computational fluid dynamics CFD and finite element FE [II-31], [II-32], [II-33]).

In the last years, interest for interaction between acoustics and premixed flames did grow a lot because sometimes this interaction generates a thermo-acoustic instability phenomenon that may damage combustors proportionally to the power of the system. This is a major problem and an active research topic in modern gas turbine industry.

In the context of gas turbines, burning at lean operating conditions is attractive from the point of view of reduced NOx formation; on the other hand, in propulsion devices, such as ramjet engines, burning under near stoichiometric conditions is desirable since this leads to enhanced heat release and therefore high performance. Amplitudes of pressure fluctuations can reach more than 120 dB in atmospheric flames, and several MPa (up to 40 Mpa) in rocket engines. If thermo-acoustic instability occurs, the frequency spectrum of the resulting pressure and velocity oscillations typically exhibit one or several distinct peaks, with frequencies often (but not necessarily) close to the acoustic eigenfrequencies of the enclosure (or the complete combustion system) without unsteady heat release.

The rms level of pressure fluctuations is clearly affected by the distribution of heat release inside the combustor. In general, the pressure oscillation amplitude scales linearly with the combustor pressure. Thus, the potential for structural damage is much higher at high engine pressure ratios ([II-34] § 4).

For combustion systems working under pressure, such as gas turbines, the sound pressure generated will reach very high levels. Owing to the large surfaces of such systems, high mechanical loads on the combustion chamber as well as on upstream and downstream components will arise. Also the thermal load on the chamber walls will rise considerably. Depending on sound pressure amplitudes, components will fail sooner or later; thus, this kind of oscillation must be avoided by all means if those combustion systems are to be operated safely.

“Hot tones” (50 < f < 1000 Hz) are also detrimental to combustion hardware if allowed to run at excessive amplitudes for extended periods, however it seems that they are less destructive than “cold tones” (f < 50 Hz) or “screech” (f > 1000 Hz). It is difficult to say exactly which parts are being affected by either hot or cold tones without knowledge of material characteristics, natural frequencies, etc. Most combustion hardware that exhibits distress caused by combustion dynamics or pulsations associated with instabilities fails in low-cycle fatigue because of either thermal or mechanical stress, and then the crack propagates in high-cycle fatigue caused by a combination of acoustic, mechanical, or thermal contributions. Crack initiation is usually at an area of high-stress concentration caused by material, geometry, welds, or even cooling holes.

“Screech tones” can damage hardware very rapidly. For this reason it is difficult to try to tune out of such situations. One of the reasons that screech is so unique is that the part can fail in high-cycle fatigue simply because of cycles to failure. The most destructive manifestations of screech usually occur when a particular part goes into resonance, driven by the acoustic pulsations.
Indications of liner crack growth can be found in changes in emissions. Low NO\textsubscript{x} depends on good mixing and distribution of fuel and air, both of which can be affected by liner damage, resulting in significant variations in NO\textsubscript{x} emissions ([II-34] § 8).

Combustion instabilities have been responsible for damaging a variety of hardware, including fuel nozzles, combustor cans and transition pieces. Gas turbine users have found that components such as combustor liners, transition pieces, and fuel nozzles need routine examination for part cracking or excessive wearing because of induced vibration. At a minimum, this requires downtime for inspections and part repair, thereby reducing machine availability. Every hour of downtime for any gas turbine engine whether power generation or aero propulsion is an hour of lost revenue as well as the cost of maintenance and overhaul. At the worst, a cracked piece may be liberated into the hot gas path, potentially requiring replacement of expensive turbine components.

![Burner assembly (a) and combustor liner (b) damaged by combustion instability.](image)

Combustion failure can be extremely costly, not only because of the cost of replacement hardware, but also in terms of loss in electricity generation. Unplanned shutdowns incur additional financial penalties in a dynamic energy-trading market because the shortfall in generation must be brought in from other generators. It is, therefore, beneficial to continuously monitor the health of the gas turbine and its combustion system to obtain the earliest possible indication of deterioration or failure. Early detection of abnormal operation enables commercially appropriate action to be planned, whether this involves a machine inspection or the reoptimization of the combustion system.

Then, over the last decade, substantial efforts have been expended in the industrial, government, and academic communities to understand the issues associated with combustion instabilities in low-emissions gas turbine.

On-line combustion-dynamics monitoring offers significant commercial advantages to power generators by providing a tool with which greater gas-turbine reliability and availability can be achieved. Although the cost of installing monitoring equipment may be high, the potential
savings resulting from the increased flexibility of operation and the avoidance of catastrophic failure far outweigh the cost. As a result, combustion monitoring has become a valuable component of the integrated health-screening activity.

II.3.3 Local and overall phenomena in thermo-acoustic instability: chemiluminescence emission

II.3.3.1 Local phenomena

Unsteady combustion is an efficient acoustic source ([II-35], [II-36]), and combustors tend to be highly resonant systems. Therefore, when unsteady heat release generates acoustic waves, these reflect from the boundaries of the combustor to produce flow unsteadiness near the flame. This may cause more unsteady heat release ($\dot{\omega}_T^v$), e.g. through local changes in the fuel-air ratio ([II-30]) or through hydrodynamic instabilities ([II-37], [II-38]).

Combustion processes are sensitive to fluctuations of pressure ($p'\equiv p_1$), density ($\rho'\equiv \rho_1$), and temperature ($T'\equiv T_1$) of the environment. A fluctuation of burning produces local changes in the properties of the flow. Those fluctuations propagate in the medium and join with the global unsteady field in the chamber. Under favourable conditions, the field develops to a state observable as a combustion instability.

Thermo-acoustic instability establishes when the acoustics of the system generates a feedback mechanism between pressure fluctuations ($p_1$) and heat release ($\dot{\omega}_T^v$) ([II-39],[II-40]). Acoustic waves could lead to fluctuations in the heat release of the flame, which could amplify the acoustic wave and lead to an increase in the acoustic energy in the system, provided the Rayleigh’s criterion is satisfied. The acoustic signal generated in the combustion chamber modulates fuel feeding and sometimes, pressure waves lead to fluctuating fuel flow near the fuel injector, thereby introducing local equivalence ratio variations ($\Phi'$) and as a result heat release variations ($\dot{\omega}_T^v$).

II.3.3.2 Overall phenomena

Unlike other flow instabilities, thermo-acoustic instabilities are not a local phenomenon in the sense that stability proprieties are not determined solely by the dynamics of the heat source and the flow field in its immediate surrounding. Instead, acoustic waves travel back and forth across the extent of the system, and as a consequence acoustic boundary conditions far away from the heat source may strongly influence stability properties. In premixed flames, convective transport of fuel inhomogeneities from the fuel injector to the flame, or of entropy inhomogeneities (“hot spots”) from the flame to the exhaust, are other non-local phenomena which influence system stability.

Oscillations in heat release generate vorticity, entropy and acoustic perturbations. An acoustic oscillation incident on a flame generates entropy and vorticity disturbances. Also, the unsteady wrinkling and subsequent curvature of the flame front induced by the acoustic perturbations causes additional generation of unsteady vorticity.
II.3.3.2.1 Global heat-release rate

The amount of heat released by a three-dimensional lean flame per unit time is ([II-41], [II-42]):

\[
Q(t) = \int dm_f \Delta h_f = \int (Y_f dm_f) \Delta h_f = \int Y_f \left( \rho_f S_f dA_f \right) \Delta h_f = \int \rho_f S_f Y_f \Delta \omega_R dA_f
\]

where the integration is performed along the instantaneous flame front, considered here as a discontinuity of the reacting flow of zero thickness, separating cold reactants from hot products. The integral is performed over the flame surface \(A_f\), \(m_f\) and \(m\) are the instantaneous values of the mass fluxes of fuel and mixture (unburnt gas) entering the reaction zone, \(S_f\) is the flame speed (laminar burning velocity averaged across the flame front), \(Y_f = m_f/m\) is the mass fraction of fuel in the premixed gases entering the flame, \(\Delta h_f\) is the chemical enthalpy of the fuel, and \(\Delta \omega_R = \Delta h_f\) is the heat release per unit mass of reactant fuel (specific enthalpy of combustion).

This equation shows the four fundamentally different ways of generating heat-release disturbances in a premixed flame: fluctuations in density of the reactants (\(\rho\)) and flame speed (\(S_f\)), mass fraction of fuel (\(Y_f\)), heat of reaction (\(\Delta \omega_R\)), or flame area (\(A_f\)). They can be classified based on either their modification of the local internal structure of the flame (such as the local burning rate) or its global geometry (such as its area):

a) Fluctuations in the mass flow rate of reactive mixtures into the flame, corresponding to \(\rho_f S_f\), is the most basic mechanism of heat-release oscillation. These density fluctuations could be caused by both acoustic and entropy fluctuations. The flame’s burning rate \(S_f\) is sensitive to the perturbations in pressure, temperature, strain rate, or mixture composition that accompany the acoustic wave. These pressure and temperature fluctuations are usually generated by acoustic perturbations, whereas the strain-rate fluctuations are associated with acoustic or vortical velocity fluctuations.

b) Flame-area fluctuations \(A_f\) are associated with disturbances in the flame’s position and orientation that, in turn, are generated by fluctuations in either the local burning rate of flow velocity.

c) Fluctuations in heating value \(\Delta \omega_R\) are driven by variations in reactive mixture composition.

In gas turbine combustion the density perturbations arising from acoustic pressure are typically much smaller than the other terms and are often neglected. On the other hand, factors such as unsteady aerodynamics may produce a significant modulation in flame area and may not be neglected. Likewise, changes in the flow of either fuel and/or air will change the fuel mass fraction \(Y_f\) and the flame speed \(S_f\).

In short, numerous mechanism can generate perturbations in the heat release at the flame. In most practical applications, it is difficult to separate and control these mechanisms to achieve stable combustion.

Splitting each variable into a mean, stationary component \(\langle ... \rangle\), supposed to be spatially uniform upstream of the flame front, and a fluctuating component (index 1), which is also assumed to be uniform in the reaction region, Equation (II-1) can be rearranged as:

\[
Q(t) = \overline{Q} + Q_1(t) = \overline{Q} + \left[ \langle Q_1 \rangle_\rho + (Q_1)_S + (Q_1)_Y + (Q_1)_S \right] + Q''
\]
where the mean global heat-release rate (flux) of a premixed flame is the product of the reactants consumed by the flame \( m_f \) and the heat of reaction \( H_f \) is the chemical enthalpy of the fuel, then it is given by

\[
\bar{Q} = m_f H_f = m_f \Delta h_f = \left( \bar{\rho}_f \bar{S}_f \bar{A}_f \right) \Delta h_f
\]  

(II-3)

while, for its normalized fluctuating components, we have:

\[
\frac{\bar{Q}}{\overline{Q}}_\rho = \frac{1}{\overline{A}_f} \int_{A_f} (\rho_f) \, d\overline{A}_f
\]  

(II-4)

\[
\frac{\bar{Q}}{\overline{Q}}_{S_f} = \frac{1}{\overline{A}_f} \int_{A_f} (S_f) \, d\overline{A}_f
\]  

(II-5)

\[
\frac{\bar{Q}}{\overline{Q}}_Y = \frac{1}{\overline{A}_f} \int_{A_f} (Y_f) \, d\overline{A}_f
\]  

(II-6)

\[
\frac{\bar{Q}}{\overline{Q}}_\xi = \frac{(A_f)_i}{\overline{A}_f}
\]  

(II-7)

Equations (II-4)-(II-7) indicate that fluctuations in the rate of heat release can be caused by fluctuations in density \( (\rho_f) \), mixture fraction \( (Y_f) \), flame speed \( (S_f) \) and flame surface area \( (A_f) \), and \( \xi \) is the flame displacement normal to the mean flame, plus the combined fluctuations in two or more of these variables, represented by \( Q'' \). Since we are interested in investigating the linear acoustic regime, where the amplitude of the acoustic waves is small compared to the mean flow quantities, the term \( Q'' \) becomes negligibly small compared to the first-order fluctuations \( Q_1 \), and can therefore be dropped from Equation (II-2).

Fluctuations in density, on the other hand, are usually of higher order than those of the other fluid dynamics variables, and can thus be neglected [II-41]. Thus:

\[
\frac{\bar{Q}}{\overline{Q}} \approx \left( \frac{\bar{Q}}{\overline{Q}}_{S_f} \right) + \left( \frac{\bar{Q}}{\overline{Q}}_Y \right) + \left( \frac{\bar{Q}}{\overline{Q}}_\xi \right)
\]  

(II-8)

Whenever a combustion system is operated in fully premixed mode, with fuel and oxidizer already well premixed upstream of the combustion chamber, equivalence ratio fluctuations, and therefore turbulent burning rate fluctuations, are suppressed, and only flame surface area fluctuations will be responsible for the unsteadiness in the heat release rate.
II.3.3.2.2 Overall chemiluminescence emission of flames

Najm et al. [II-43] have shown that PLIF measurements of many flame species do not correlate quantitatively with heat release rates in hydrocarbon flames. Samaniego et al. ([II-44], [II-45]) have shown that for the lean flames considered in their study, chemiluminescent emission from CO$_2^*$ may be used to determine quantitatively heat release rates. Samaniego et al. have derived a quantitative relationship between CO$_2^*$ emission intensity and the rate of heat release for the lean hydrocarbon flames. This relationship is based on detailed kinetic simulations which yield, in the case of a purely strained (i.e., in the absence of curvature) flame:

$$\frac{Q}{Q_0} = \left( \frac{I}{I_0} \right)^n$$  \hspace{1cm} (II-9)

where $Q$ and $I$ are quantities integrated across the flame zone, and represent the rate of heat release per unit flame surface area, and the CO$_2^*$ emission intensity per unit flame surface area, respectively; the subscript 0 refers to unstrained flame quantities, and the exponent $n$ (<1) depends on the combustible mixture.

In a 2D image (e.g. in a PLIF image) the integrated emission intensity, $I$, could be computed as a function of the curvilinear coordinate along the flame front, $A_f$:

$$I = I_{chem \_ overall} = \int_{A_f} I_{ch}(x,y) \, dA_f \approx \int_{A_f} [i_{rad} \gamma_{rad}(T_f) Y_{rad}(t)] \, dA_f$$  \hspace{1cm} (II-10)

where $I_{ch}(x,y)$ is the two dimensional chemiluminescence intensity distribution of energy radiant emission. Local chemiluminescence emission ($I_{ch}$) for individual radicals (subscript $rad$) is proportional to the product $i_{rad} \gamma_{rad}^* Y_{rad}$, where $i$ is the specific chemiluminescence emission, $Y$ is the mass fraction and $\gamma^*$ its excited fraction.

Another important observation is that the overall chemiluminescence intensity is a function of both the fuel flow rate, that is, the overall heat-release rate ($\omega_T$), and the equivalence ratio ($\Phi$): this observation has important implications regarding the use of the overall chemiluminescence emission as a measure of the overall rate of heat release during unstable combustion. It is the flame temperature ($T_f$), and not the equivalence ratio per se, that affects the intensity of the chemiluminescence emission, in fact the overall chemiluminescence can be increased by increasing either the equivalence ratio or the inlet temperature ([II-34] § 16, [II-45]).

The local rate of heat release ($\omega_T$), that is the rate of heat release per unit flame area, and the local chemiluminescence emission ($I_{ch \_ local}$) are affected by unsteady strain and flame curvature and they increase exponentially with temperature, leading to a power-law relationship between the local chemiluminescence emission and the local rate of heat release, that is,

$$I_{ch \_ local} \propto (\omega_T)^{\alpha(T)}$$  \hspace{1cm} (II-11)
where the exponent $\alpha$ is a positive number and depends on the flame temperature and the effects of unsteady strain and flame curvature ([II-34] § 16, [II-45]). By systematic measurements of OH chemiluminescence [II-46], flame chemiluminescence intensity has frequently been reported to depend linearly on the mass flux (mass flow rate $m=\rho S_{f}A$; that is when the equivalence ratio $\Phi$ and the pressure $P$ in the combustion chamber are constant) and exponentially on the fuel mass fraction of the mixture entering the flame ($Y_{f}$) ([II-46], [II-47]). Therefore, the recorded chemiluminescence intensity (e.g., about OH chemiluminescence intensity at 305.4 nm in [II-46], [II-48]) is assumed to have the following dependency of mass flux and fuel mass fraction:

$$I_{\text{ch\_local}} = k m Y_{f}^{\alpha}$$

or

$$I_{\text{ch\_local}} = k m \Phi^{\beta_{1}} P^{\beta_{2}}$$

where $k$, $\alpha$, $\beta_{1}(>1)$ and $\beta_{2}(<0)$ are constants for the optical signal.

The experimental results ([II-46], [II-48]) indicate that for these conditions OH chemiluminescence monotonically increases for increasing equivalence ratios and decreasing pressures. OH chemiluminescence appears to exhibit significant dynamic range, particularly with equivalence ratio. That is, small changes in equivalence ratio have an exponential effect on light emission.

It is assumed that the Mach number is sufficiently small ([II-49], [II-50]). The power dependence of equivalence ratio and pressure on OH chemiluminescence can be found with a correlation of the form:

$$\log(I_{\text{ch\_local}}) = A_{0} + A_{1} \log(\Phi) + A_{2} \log(P) + A_{3} \log(m)$$

where $A_{0}$ is arbitrary and $A_{3}$ has been shown to be unity.

To determine the relationship between the overall chemiluminescence emission ($I_{\text{ch\_overall}}$) and the overall rate of heat release ($\omega_{T\_overall}$), one must integrate the local values over the flame front area ($A_{f}$), that is:

$$I_{\text{ch\_overall}} = \int_{A_{f}} I_{\text{ch\_local}} \, dA_{f} \quad \text{and} \quad \omega_{T\_overall} = \int_{A_{f}} \omega_{T\_local} \, dA_{f}$$

If the flame temperature ($T$), that is, the equivalence ratio ($\Phi$), unburned gas temperature, dilution, and radiation losses, is constant and the effects of strain and flame curvature are negligible or constant, then $I_{\text{ch\_local}}$, $\omega_{T\_local}$, and $\alpha$ are constant over the flame. These constant values result in the proportionality of the overall chemiluminescence emission and the overall rate of heat release, that is,

$$I_{\text{ch\_overall}} = C(T) \omega_{T\_overall}$$

where the constant $C$ depends on the flame temperature (i.e. equivalence ratio, unburned gas temperature, dilution and radiation losses) and the effects of strain and curvature.

If the equivalence ratio is constant ($\Phi=$ const.), it is possible to assume that the relation between overall chemiluminescence emission and overall rate of heat release is linear [II-51]. It is usually
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considered that the dependence with respect to curvature, strain and unsteadiness is less important and that the corresponding variations are small. It is then possible to use a scaling factor $\beta$ and obtain an estimate of the volumetric heat release rate in Wm$^{-3}$. This is admittedly an approximation but it provides an order of magnitude which can be quite useful. For example the values obtained in this way can be compared with those deduced from calculations thus serving as a guide to modeling CFD.

For a axisymmetric geometry, one may then write:

$$\omega_{\text{local}}(r,x,t) = \beta I_{\text{ch,local}}(r,x,t) \quad (\text{II-16})$$

where $\omega_{\text{local}}$ is the local heat release rate, expressed Wm$^{-3}$.

The scaling factor $\beta$ can be determined by integrating the previous expression over the flame volume:

$$\dot{\omega}_{\text{overall}} = \int \omega_{\text{local}}(r,x,t) 2\pi r \, dr \, dx = \beta \int I_{\text{ch,local}}(r,x,t) 2\pi r \, dr \, dx = \beta I_{\text{ch,overall}} \quad (\text{II-17})$$

where $\dot{\omega}_{\text{overall}}$ is the overall heat release rate, expressed W.

Assuming complete combustion, the overall rate of heat release in the flame is given by $\dot{\omega}_{\text{overall}} = \dot{m}_f \Delta h_f$, where $\dot{m}_f$ is the fuel mass flow rate and $\Delta h_f$ is the heat released by conversion of a unit mass of fuel. The scaling factor $\beta$, expressed in Wm$^{-3}$, is then equal to:

$$\beta = \frac{\dot{\omega}_{\text{overall}}}{I_{\text{ch,overall}}} = \frac{\dot{m}_f \Delta h_f}{\int_0^x \int_0^{2\pi} I_{\text{ch,local}}(r,x,t) 2\pi r \, dr \, dx} \quad (\text{II-18})$$

This factor $\beta$ can be used to generate distributions of volumetric heat release rate.

The relationship between the overall chemiluminescence emission and the overall rate of heat release is more complicated if the equivalence ratio ($\Phi$) and/or the effects of strain and curvature vary over the flame surface. For example, a more complicated relationship would occur in a partially premixed turbulent flame in which the equivalence ratio is not constant over the flame surface. In this case, the exponent $\alpha$, in the equation relating the local chemiluminescence emission to the local rate of heat release, varies with location on the flame surface, which in turn affects the relationship between the overall chemiluminescence emission and the overall rate of heat release.

The other factor affecting the overall chemiluminescence emission and the overall rate of heat release is the area of the flame ($A_f$). Any factors causing the flame area to change, for example, flame-vortex interaction, will result in a change in the overall chemiluminescence emission and the overall rate of heat release. If the effects of stretch and/or curvature change over the flame surface as the flame area changes, as might be expected during flame-vortex interaction, then the relationship between the overall chemiluminescence emission and overall rate of heat release is likely to change as the flame area changes.

If we consider only small perturbation of the flow conditions, thus it justifies a linearization of equations:
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\[
\frac{Q}{m} = \frac{m_i}{Y_i} + \frac{Y}{Y} \quad \text{II-19}
\]

\[
\frac{I_{ch,1}}{I_{ch}} = \frac{m_i}{m} + \frac{\alpha}{Y} \quad \text{II-20}
\]

These relations show that in case of \( \alpha = 1 \) or \( Y_1 = 0 \) the chemiluminescence \( (I_{ch}) \) is proportional to the heat release \( (Q) \). However, as pointed out in [II-42], [II-49], [II-50], typically \( \alpha \neq 1 \) so, the chemiluminescence intensity is not proportional to the heat release if equivalence ratio fluctuations are present.

II.3.3.2.3 Flame Describing Function

It is possible to define a Flame Describing Function (FDF):

\[
FDF(\omega, u') = \frac{\hat{\dot{\omega}}_{T, overall}}{\hat{u'} / u} \quad \text{II-21}
\]

where \( u' \) is the rms axial velocity \([m/s]\), \( \bar{u} \) is the mean axial velocity \([m/s]\), and \( \hat{\dot{\omega}}_{T, overall} \) is the rms overall heat release rate \([W]\). A transfer function depending on frequency \( f \) is the frequency of incident perturbations; \( \omega = 2\pi f \) is the angular frequency \([\text{rads}^{-1}]\) and amplitude of incident perturbations coming from a loudspeaker. The FDF can be determined for a range of frequencies and for different levels of incoming velocity perturbations.

It has been shown recently ([II-51], [II-52]), that the Flame Describing Function gives access to nonlinear features of combustion dynamics. The overall rate of heat release \( \hat{\dot{\omega}}_{T, overall} \) is generally estimated by recording the global emission signals of excited radicals like \( \text{CH}^* \) or \( \text{OH}^* \) using a photomultiplier detecting the total light radiated by the flame. The axial velocity \( u \) disturbance can be measured with a LDV system. One can then write this flame describing function as a function in terms of the \( \text{OH}^* \) chemiluminescence signal by PLIF technique [II-52]:

\[
FDF(\omega, u') = \frac{\hat{\dot{\omega}}_{T, overall}}{\hat{u'} / u} \approx \frac{I_{\text{OH}^*}}{I_{\text{OH}^*}} \quad \text{II-22}
\]

This FDF can be expressed as a complex number in terms of a gain \( G \) and a phase difference \( \phi \) which depend on the frequency and the incoming perturbation level. The classical Flame Transfer Function (FTF) then corresponds to the Flame Describing Function (FDF) obtained for a fixed perturbation level:
The gain $G$ reflects the level of response while the phase $\phi$ defines the time delay between velocity and emission signals. It is possible to write $\phi=\omega \tau$ where $\omega=2\pi f$ and determine the delay which is in this case associated to a convective time, which corresponds to the time required by a disturbance to be convected to the flame and reach the flame edge. This can be seen by calculating this delay for the flame geometry under investigation: the time delay is $\tau_d \approx L/U_b$, where $L$ is a characteristic length of the flame under unsteady operation and $U_b$ is the injector bulk velocity.

II.3.4 Combustion noise

II.3.4.1 Introduction of noise and sound: Sound Pressure Level and frequency

Noise is commonly referred to as unwanted sound. Noise is a common by-product of our mechanized civilization and is an insidious danger in industrial environments. Noise pollution is usually a local problem and so is not viewed on the same scale of importance as the more notorious industrial emission like NO$_x$, CO and particulates. Nonetheless, it is an environmental pollutant of significant impact.

Considering the impact on people, noise is most often a source of annoyance, but it can also have much more detrimental effects, such as causing actual physical injury. The sense of hearing is a fragile and vital function of human body. It is similar to vision, more so than the other senses, because permanent and complete damage can be sustained quite commonly in an industrial environment. So it follows that noise pollution has been recognized as a safety concern for a long time, and has been appropriately regulated.

Pressure level defines the loudness of sound, while frequency defines the pitch or tone of the sound. Pressure level is the amplitude of the compression, or rarefaction, of the pressure wave. The common unit of pressure level in Decibel, abbreviated to “dB”.

Frequency is the number of pressure waves that passes by an arbitrary point of reference in a given unit of time. The frequency $f$, the speed of sound $c$ and the wavelength $\lambda$ are related as follows: $c = \lambda f$

The typical range of human hearing extends from 20 Hz to 20 kHz. It is important to note that the ear is not equally sensitive over the entire range from 20 Hz to 20 kHz. There is a curve which is a map of the threshold of hearing in humans. Any Sound Pressure Level (SPL) at a frequency that falls below the curve will be inaudible to humans. Humans are most sensitive to sounds in the so called midfrequencies from 1 kHz to about 5 kHz. This is generally the region in which most of our everyday hearing activities take place.

Sound meters have the capability to measure with equal sensitivity over the entire audible range. However, since humans do not hear with equal sensitivity at all frequencies, the sound meter measurement needs to be modified to quantify what really affects us. This can be done using a correction curve. The most common correction is the A-scale correction curve, which resembles
an idealized inverse of the threshold of hearing curve. The others, less used correction scales are named, as may be expected B, C, and D.

It is not unusual for a person to encounter SPLs of 100 to 110 dB at sporting event, in a stadium full of cheering fans, and yet not be perturbed by it. Tab. II-1 gives some typical noise levels for various scenarios.

<table>
<thead>
<tr>
<th>Thresholds of hearing</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rustle of leaves, desert</td>
<td>10 dBA</td>
</tr>
<tr>
<td>Broadcasting studio</td>
<td>20 dBA</td>
</tr>
<tr>
<td>Quite room, whisper quiet library</td>
<td>30 dBA</td>
</tr>
<tr>
<td>Big city street at night</td>
<td>40 dBA</td>
</tr>
<tr>
<td>Busy street through closed windows</td>
<td>50 dBA</td>
</tr>
<tr>
<td>Busy street through open windows, normal</td>
<td>60 dBA</td>
</tr>
<tr>
<td>conversation (at 1 m, 3-5’)</td>
<td></td>
</tr>
<tr>
<td>City street with very busy traffic</td>
<td>70-80 dBA</td>
</tr>
<tr>
<td>Noisiest spot at Niagara Falls</td>
<td>85 dBA</td>
</tr>
<tr>
<td>Camion, motorcycle, underground train</td>
<td>90 dBA</td>
</tr>
<tr>
<td>Level at which sustained exposure may result</td>
<td></td>
</tr>
<tr>
<td>in hearing loss</td>
<td>90-95 dBA</td>
</tr>
<tr>
<td>Pneumatic drill (at 1 m), noisy motorcycle</td>
<td>100 dBA</td>
</tr>
<tr>
<td><strong>Threshold of pain</strong></td>
<td></td>
</tr>
<tr>
<td>Jet engine (at 50 m)</td>
<td>130 dBA</td>
</tr>
<tr>
<td>*Even short term exposure can cause permanent</td>
<td></td>
</tr>
<tr>
<td>damage - Loudest recommended exposure with hearing</td>
<td>140 dBA</td>
</tr>
<tr>
<td>protection</td>
<td></td>
</tr>
<tr>
<td>Rocket (at 50 m), aircraft at take off</td>
<td>200 dBA</td>
</tr>
</tbody>
</table>

Tab. II-1: Sounds levels of various sources.

II.3.4.2 Mechanisms of industrial combustion equipment noise

There are four major mechanisms of noise production in industrial combustion equipment. They can be categorized as predominantly low frequency or high frequency sources. They are [I-3]:

1. **Low frequency noise sources:**

   a) **Combustion roar and instability flame**

      - *Combustion roar* is low frequency sound and so can travel a great distance without being substantially attenuated by the atmosphere. High levels of turbulence increase the combustion roar. The signature of low frequency combustion roar noise typically consists of broadband spectrum with a single peak.

      - The periodic lifting and reattachment of an *unstable flame* from the burner drives the low frequency rumbling noise mechanism.
b) Fan noise
The noise emitted from industrial fans typically consists of two noise components: broadband and discrete tones. Vortex shedding of the moving blades and the interaction of the turbulence with the solid construction parts of the fan creates the broadband noise. This broadband noise is of the dipole type, meaning that the noise is directional. On the other hand, the discrete tones are created by the periodic interactions of the rotating blades and nearby upstream and downstream surfaces. Discrete tonal noise is usually the loudest at the frequency at which a blade passes a given point. The tonal frequency is easily calculated by multiplying the number of blades times the impeller rotation speed in revolutions per second.

2. High frequency noise sources:

a) Gas jet noise
Gas jet noise is very common in the combustion industry and in many instances it can be the dominant noise source within a combustion system. The noise that is created when a high-speed gas jet exits into an ambient gas usually consists of two principal components: gas jet mixing noise and shock-associated noise.

- The source of gas jet mixing noise begins near the nozzle exit and extends several nozzle diameters downstream. Near the nozzle exit the scale of the turbulent eddies is small and predominantly responsible for the high frequency component of the mixing noise. The lower frequencies are generated farther downstream of the nozzle exit where the large-scale orderly pattern of the gas jet exists.
  Gas jet mixing noise consists of a broadband frequency spectrum. The frequency at which the spectrum peaks depends on several factors (e.g., diameter of nozzles, Mach number of the gas jet, the angle of the observer). The gas jet mixing noise of combustion burners typically peaks somewhere between 2 kHz and 16 kHz.

- When a burner operates above a certain fuel pressure a marked change occurs in the structure of the gas jet. Above a certain pressure, called the critical pressure, the gas jet develops a structure of shock waves downstream of the nozzle. These shock cells consist of compression and expansion waves that repeatedly compress and expand the gas as it moves downstream. These shock cells are responsible for creating two additional components of gas jet noise: screech tones and broadband shock-associated noise.

  - Screech tones are distinct narrowband frequency sound that can be described as a “whistle” or “screech”. The literature reports that these tones are emitted from fourth and fifth shock cell downstream of the nozzle exit [II-53]. The sound waves from these shock cells propagate upstream where they interact with the shear layer at the nozzle exit. This interaction then creates oscillating instability waves within the gas jet. When these instability waves propagate downstream they interfere with the fourth and fifth shock cell causing them so emit the screech tones.
    Screech tone noise is not highly directional, unlike gas jet mixing noise. The peak frequency associated with screech tones depends on the nozzle diameter, fully
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− Broadband shock-associated noise occurs when the turbulent eddies within the gas jet pass through shock waves. The shock waves appear to suddenly distort the turbulent eddies that creates a noise that can range over several octave bands. The broadband shock-associated peak frequency noise typically occurs at a higher frequency than the screech tone peak frequency.

b) Valve and piping noise

When a gas flowing steadily in a pipe encounters a valve, a change in the flow pattern and pressure will occur that can create turbulence and shock waves downstream of the valve. Typically, when valves are partially closed, creating a reduction in flow area, the small flow passage behaves much like an orifice and produces jet noise. Turbulence and shock waves create mixing noise and shock-associated noise. This noise can radiate downstream through the pipe and exhaust into the environment at an outlet and/or radiate through the pipe wall not only into the space near the valve itself. Usually butterfly valves and ball valves are noisier than globe valves. Butterfly valves and ball valves typically have a smaller vena contracta than a globe valve operating at the same pressure drop that results in higher levels of mixing and shock-associated noise. A general guideline when the pressure ratio across a valve is less than approximately three, the mixing noise and shock-associated noise are within about the same order of magnitude. Although, with pressure ratios greater than three, shock noise usually dominates over the mixing noise [II-54].

Usually a typical SPL spectrum emitted from a burner can have two major peak frequencies: the low frequency contribution is from the combustion roar while the high frequency noise contribution is from the fuel gas jets (jet mixing noise and screech noise). Usually an intermediate peak is a result of valve and piping noise. Notice that the gas jet mixing noise is a broadband frequency spectrum while the screech noise occurs over a fairly narrow bandwidth. It is obvious that the SPL increase substantially when the operation is accompanied by instability, since combustion instability noise has high efficiency of conversion of chemical energy to noise. When several burners are installed in a furnace, however, the noise level from the burner may be higher than for a single burner due to the noise contribution from surrounding N burners:

\[ L_{p,\text{total}} = 10 \log_{10} \left( \sum_{i=1}^{N} 10 \exp \left( L_{p,i} / 10 \right) \right) \]

where \( L_p \) is the sound pressure level.
II.3.4.3 Acoustic noise emissions in the combustor

Some evidence has suggested that entropy noise is perhaps the major source of external noise in aero-engine combustion and is generated in the outlet nozzles of combustors [II-55]. Low-frequency entropy noise, which is predicted in theory and numerical simulations, has been detected in a generic aero propulsion engine combustion chamber. It has been shown that entropy noise dominates even in the case of thermo-acoustic resonances. In addition to this, a different noise generating mechanism was discovered that is presumably of even higher relevance to jet engines: there is strong evidence of broad band entropy noise at higher frequencies of 1 to 3 kHz. This unexpected effect can be explained by the interaction of small scale entropy perturbations or hot spots with the strong pressure gradient in the outlet nozzle. The direct combustion noise of the flame zone seems to be minor importance for the noise emission to the ambient [II-55].

II.3.4.3.1 Noise propagation from the combustion chamber

In its simplest form, a combustor is a forced acoustic resonator. The combustor cavity is bounded by the fuel injector at the front and the turbine stator at the back. The total noise emitted by a combustion chamber is classified according to source mechanism ([I-4] § 5, [II-56]) and it consists of direct and indirect combustion noise. Only the direct combustion noise is directly related to the combustion process. Indirect combustion noise, also called entropy noise, is related to the acceleration of gas temperature nonuniformities which result from the unsteady combustion processes. Two main mechanisms have been identified regarding noise propagation from the combustion chamber to the far field (see Fig. II-3):

- **direct combustion noise**: acoustic perturbations generated by the unsteady heat release from the turbulent flame [II-57] propagate either upstream or downstream through the turbomachinery stages and can reach the far field after it has been drastically distorted by the mean flow and also diffracted and reflected by the solid walls within the diffuser, the distributer and the turbine and compressor blades;

- **indirect combustion noise**: entropy fluctuations generated within the combustion chambers (e.g. by hot spots, imperfect mixing, etc.) are propagated downstream (towards the nozzle) and interact with accelerating mean flow.

In all cases the sources of combustion noise (direct and indirect) are related to the flame dynamics (i.e. turbulent shear layer) and to unsteady rates of heat release, that is the dominant source of noise. The analysis of combustion noise is then intimately tied to an understanding of dynamics of perturbed flames.

The wave of combustion noise can be (Fig. II-3):

- **Entropy waves** are linked to indirect noise and they are compressional waves (i.e., fluctuations in pressure and density) in which the internal energy and velocity remains constant.

- **Sounds waves (acoustic waves)**, e.g. fast/slow waves), that are linked to direct noise, like entropy waves, are fluid dynamic compressional waves that propagate a fluctuation in
pressure and density. Unlike entropy waves, the internal energy of sound waves varies while entropy remains constant.

The indirect and direct sources of combustion noise are shown in the sketch of Fig. II-4: during the interaction between direct and indirect noise, part of the energy contained in the entropy mode is transferred into the acoustic mode and the subsequent acoustic waves are transmitted to the far field through the turbine stages in a similar way as for the direct combustion noise.

Fig. II-3: The two main mechanisms for noise generation from confined flames: direct (——) and indirect (- - -) noise.
II. Thermo-acoustic instabilities: fundamental processes and mechanisms

The combination of direct and indirect combustion noise in a gas turbine engine makes up an important part of what is generally called "core noise", that is a broadband entropy or vortex noise generation in the frequency range between 1 and 3 kHz. It is not generally possible to estimate the relative importance of direct and indirect noise contributions to the overall sound radiation from a combustor, and it is similarly difficult to estimate the relative impact of entropy modes on the system stability.

With respect to combustion oscillations Polifke et al [II-58] presented analytically the possibly constructive or destructive interference of direct combustion noise and indirect noise. But following Sattelmayer [II-59] the indirect combustion noise has no noticeable destabilizing effect on the stability of a simplified combustor model due to the high dispersion rate of the convecting entropy waves. In a mathematical approach Ali and Hunter [II-60] formulate on the other hand a possible resonant interaction between sound waves and quasi spatially fixed entropy waves.

Just recently the investigations on a combustor test rig provided manifestations on a very dominant contribution of entropy noise on the total emitted sound power of the system ([I-4] § 5). While theoretically well known, a decomposition of direct and indirect noise in measurements of real combustion systems proves difficult to obtain, as has for instance been described by Bake et al [II-55]. The difficulty is probably related to the coherence of vortical and acoustic perturbations with the initial entropy mode and acoustic field which is generated directly by the combustion process, such that any spectral decomposition leads to correlations between all signals.
II.3.4.3.2 Direct combustion noise

Direct combustion noise is produced by the combustion process itself and it is related to the creation of local hot spots in the combustor. Direct combustion noise results when a volume of mixture expands at constant pressure as it is rapidly heated by combustion. This local expansion causes the cooler surrounding gas to be pushed back; that is, the expanding gas does work on its surroundings. This work in turn produces waves in the surrounding gas which propagate into the far field as sound. Such sources are called acoustic monopoles.

Then direct combustion noise is due to periodic combustion oscillations (e.g. turbulent shear layer) or stochastic fluctuations of the heat release. It results from the unsteady processes of volumetric expansion in the reactive region ([II-61], [II-62], [II-63], [II-64]). The main source of direct noise results from the rate of change of heat release rate (fluctuation of the heat release) associated with the chemical conversion of the reactants ([II-35], [II-65], [II-66], [II-67], [II-68], [II-69]).

Direct combustion noise can be divided in two different types:

A) “Combustion roar” is a turbulent combustion noise with a broadband noise in the spectrum ([II-5], [II-6], [II-7], [II-67], [II-70], [II-71], [II-72]). Under normal operating conditions the noise sources are incoherent and radiate a broadband of frequencies. It is a source term which is independent of the acoustic pressure field (the flame as autonomous source of sound).

Combustion roar, which shows a broad spectrum, is caused by the (autonomous) noise generation by a flame due to the turbulent fluctuations in the flame, possibly in combination with acoustic resonance. Combustion roar is further interesting from an academic point of view since the noise from a flame can be thought of as a ‘fingerprint’ of the turbulence in the flame; noise measurements can be used to qualify flames.

The study of combustion roar has become important with the increasing interest in environmental noise pollution. Especially the noise generation by jet engines from aircrafts has received a lot of attention. From that research it appeared to be very hard to make the flame more silent.

B) “Combustion driven oscillations” that combustion instabilities with narrowband noise in the spectrum ([II-3], [II-72], [II-73]): they are characterized by a discrete frequency and a feedback cycle to maintain the oscillation. It is a source term that is a function of the acoustic pressure field, then the flame acts as amplifier of sound. Under unstable operation a feedback is established between the sound sources and pressure perturbations propagating in the system. To be able to study the occurrence of combustion driven oscillations it is necessary to take the acoustic system of the complete combustion installation into account.

Then combustion driven oscillations involve a feedback cycle that converts chemical energy into oscillatory energy. Combustion driven oscillations always involve one (or more) specific frequencies. The pressure amplitude at this frequency can be very high (in certain cases up to 50% of the mean pressure in the combustion chamber). These large pressure amplitudes may cause serious damage to the combustion installation.

Noise radiation becomes more coherent as it is tuned on one of the resonance frequencies of the system ([II-26], [II-34], [II-47], [II-74], [II-75]). This usually involves a cyclic
perturbation of the flow inducing a periodic motion of the flame and associated fluctuations in heat release rate. The heat flux to the combustor walls are intensified, structural vibration is induced and this may lead in extreme cases to failure (e.g. Rayleigh criterion). In the period of the first rocket launches (about 1950-1970) a lot of research was performed on the very severe combustion driven oscillations which were observed in rocket engines. At about 1970 there was a renewed interest for combustion driven oscillations. One of the reasons was the switch over of many combustor installations from oil to natural gas. Under certain circumstances these installations with gas burners showed instabilities where the same installation with oil burners had been stable. One of the remedies in power plants was to redistribute the burners in the boiler ‘wall’, by this redistribution the coupling between the acoustics and combustion was changed. Since about 1990 the interest in the occurrence of combustion instabilities is growing, especially in gas turbine combustion research. Due to stricter environmental legislation with respect to the emission of pollutants, especially NOx, it has become necessary to use lean premixed combustion. It appears that this type of combustion is accompanied in many cases with instability problems. Many modern gas turbines (of all manufacturers) have a limited window of parameters in which they can operate stably. This window of stable operation is determined by trial and error during operation in the field. It is not (yet) possible to predict under which circumstances an installation will be stable or unstable. From history it can be found that for (almost) all new types of burners there have been problems with combustion driven oscillations. 

In an unsteady flame the fluctuating density acts as a volume source of sound (the volume of the flame fluctuates with the reciprocal of the density). The main cause for the fluctuating density are fluctuations in the heat release. The distinction between combustion roar and combustion driven oscillations is based on the origin for these heat release fluctuations. In combustion roar the density fluctuations are caused by autonomous (e.g. turbulent) fluctuations in the heat release. In the case of combustion driven oscillations the heat release of the flame depends on the acoustic phenomena in the combustion chamber, due to a feedback loop between acoustics and combustion. Then the direct combustion noise source depends more directly on the combustion process and is controlled by the unsteady heat release taking place in the combustion region. This process is also influenced by interactions with the boundaries, which partially reflect sound waves generated by combustion. In addition, some other direct combustion noise phenomena are possible, such as the interaction with vortex shedding and the combustion amplification of periodic flow phenomena (Strouhal-type combustion noise).

This is a useful classification system because it helps the researcher focus his efforts on a given aspect of combustion noise generation. Two or more of these combustion noise mechanisms can and generally do coexist in a given situation, thus making it difficult to isolate one from the other experimentally.
II.3.4.3.3 Indirect combustion noise (entropy noise)

Indirect combustion noise, or entropy noise as it is sometimes called ([II-4] § 5, [II-47], [II-55], [II-57], [II-76], [II-77], [II-78], [II-79]), occurs when the hot products of combustion (i.e. the hot spots) pass through the steep pressure gradients encountered in the turbine and exhaust nozzle. It is generated mainly by temperature non-uniformities, which are convected out of the combustion chamber and then accelerated ([II-66], [II-76], [II-80]) for example downstream the gas-turbine combustion chambers in the first turbine stage.

Only a small fraction of the perturbation energy is directly radiating as noise (direct noise) from the flame front. The rest is carried silently by the hydrodynamic modes of perturbation through the combustion chamber. Such hydrodynamic modes (i.e. velocity components, vorticity) of perturbation are non-isentropic perturbations of the fluid state and vortices according to the definition of Chu and Kovasznay ([II-4] § 8, [II-27]). In contrast to the isentropic linear acoustic perturbation of direct noise, they move with the flow speed as a pattern of “frozen turbulence”.

In a homogeneous moving fluid the interaction of the hydrodynamic perturbations with each other and with sound waves is of second order according to Chu and Kovasznay [II-27]. However, the interaction becomes first order, once the gradients of the average flow field reach the order of the average field quantities.\(^2\) Thus, such large flow gradients lead to a relevant energy transfer between acoustic (i.e. pressure, transmitted and reflected sound wave of direct combustion noise), vorticity (i.e. velocity components) and entropy mode (i.e. temperature and composition fluctuations) waves.

The sound of entropy noise is therefore generated during the passage of a “silent” fluid inhomogeneity, such as an entropy spot (i.e. hot spots), that past an obstacle in the flow. It is produced by the acceleration of a fluid particle with an entropy different from the main flow. Indirect combustion noise results when relatively large-scale temperature nonuniformities (T\(^\prime\)) generated by turbulent combustion are convected through pressure gradients in the turbine. This produces an entropy fluctuation (S\(^\prime\)) in conformity with the first and second laws of the thermodynamics. Since the density of an ideal gas depends on any two independent thermodynamic properties, say entropy and pressure, a density fluctuation (p\(^\prime\)) occurs whenever an entropy nonuniformity is convected through the pressure drop associated with a stage of the turbine. Then, entropy noise is the large amplitude pressure wave that can be generated by the interaction of density oscillations with the pressure gradient.

This large amplitude pressure perturbation propagates in the downstream direction (towards the nozzle) and constitutes a source of indirect noise.

Indirect noise is produced when temperature fluctuations due to the combustion process traverse an inhomogeneous region characterized by mean flow gradients. Then it is generated by the coupling between a convective entropy mode and the mean flow velocity or pressure gradients. Using pressure, vorticity and entropy the basic flow equations decouple for homogeneous mean flow and small perturbations into three wave equations: it is named “Entropy waves”.

In a non-constant mean flow like in an accelerating nozzle flow the flow equations are coupled and entropy waves are source terms in the acoustical wave equation: it is named “Entropy noise”.

\(^2\) The speed of sound has to be considered as reference for the velocity to define a large gradient ([II-4] § 8).
In the case of a combustion system the non-isentropic modes of perturbation which show up as hot and cold spots (e.g. imperfect mixing, etc.), which are referred to as entropy modes are thought to carry particularly large amounts of energy. The flow gradient in the contracting outlet nozzle then allows a leakage of energy from the hydrodynamic modes into the acoustic and other hydrodynamic perturbation modes. Sound waves, which travel at the speed of sound, and secondary vortices are generated ([II-27], [II-76], [II-81]). The process repeats itself in each turbine stage with the remaining hydrodynamic perturbation and an additional contribution of the secondary vortices to the indirect noise generation as described by Richter and Thiele [II-82]. The secondary vortices are generated by the interaction of non-isentropic perturbations with the rotor and stator blade flow field. Accordingly, additional indirect noise is radiated from the outlet nozzle of the combustion chamber and each turbine stage. This indirect noise generation is sometimes also addressed by the terms entropy noise or excess noise or even as acoustical “bremsstrahlung” by Ffowcs Williams and Howe [II-81].

Usually the source on indirect combustion noise is a dipole source.

Since the nozzle guide vanes of the first turbine stage in high performance propulsion systems are choked under almost every relevant operating condition of aero-engines, hot spots passing through the nozzle are connected with mass flow variations (monopole sound source) and also with momentum flux variations (dipole sound source). Gas temperature nonuniformities may cause also broadband noise in all turbine stages, since the related density fluctuations cause pressure fluctuations during the acceleration through each turbine stage.

Entropy noise receives increased interest by the aero-engine industry because it may have a major contribution to the total noise emission of combustion systems. Direct Numerical Simulations (DNS) of turbulent combustion flows [II-83] resolved the sound generated by accelerated entropy waves as the main contribution to the total noise radiation. Just recently the results of a numerical study [II-84] have been published, which predict the relevance of indirect combustion noise compared to direct combustion noise to be a factor 10 larger at aero-engines. Then, the indirect noise produced in the combustion chamber exit nozzle of a modern aero-engine is one order of magnitude larger than the direct noise of the turbulent flame [II-84]. Thus, the phenomenon can be considered essential to the understanding of turbo-machinery core noise for current and future aero-engine designs.

With the noise reducing improvements achieved for other aero-engine components, e.g. low noise fan design and jet noise reduction by high bypass ratios, the noise concern in aero-engine developments also includes the combustion noise issue. Especially at helicopter engines, which emit almost no jet noise, the entropy noise seems to be of high importance.

The indirect combustion noise source is of importance in high performance propulsion systems because the combustor operates at elevated pressures and burnt gases are exhausted through turbine bladerows or directly through a nozzle. The coupling between hot spots generated by combustion and mean flow gradients then gives rise to pressure perturbations. The amplitude level of the radiated pressure depends in this case on the combustion mode and on the type and intensity of temperature fluctuations reaching the combustor exhaust section and convected into the mean flow velocity gradient.

Effects of entropy waves on the combustor stability were studied by many authors with diverse conclusions ([I-4] § 5, [II-85]). It is generally admitted that convection of entropy fluctuations (e.g. Chu’s criterion, [II-86], [II-87]) may be significant in the development of instabilities if the flame region is not too far from the nozzle exit, but this will depend on the dispersion and dissipation of these waves as they travel through the system.
The generation mechanisms and parameter dependencies of entropy noise are still not completely explained. A clear and distinct experimental proof of the existence of entropy noise was not carried out up to now and a comprehensive parameter study on entropy noise for validation purpose of numerical and analytical models is still missing.

II.3.5 Experimental diagnostics of combustion instability

Instrumentation for Combustion-Dynamics Monitoring systems takes a variety of configurations that varies between the Original Equipment Manufacturers (OEM), engine class, and user. In general, qualitative accuracy of pressure pulsations combustion-dynamics monitoring data is not as important as, say, temperature or static-pressure measurements. The reason for this is that original equipment manufacturers do not know a priori what an unacceptable level of pressure amplitude at a given frequency is based on part-life or failure analyses. Rather, in general, such information is determined, empirically often by the users. To minimize development costs and time, it is critical to possess the ability to evaluate the dynamic behaviour of a combustor design during the component-development phase, thereby mitigating the need for design changes during expensive full-scale engine testing late in the development cycle. Solutions can be evaluated and developed proactively and more quickly through analyses and laboratory-scale experiments, enabling a faster transition of technology into production engines.

It should be obvious that the complete and accurate description of a thermo-acoustic instability can be a daunting task, since the system under consideration may involve a variety of fluid-dynamic and physico-chemical phenomena, covering a wide range of space and time scales. Combustion noise is characterized by three information and then by three results:

1. the spectral analysis and the peak frequency of the radiated sound;
2. the directional distribution (or directivity);
3. the overall radiated sound power (or the thermo-acoustic efficiency).

II.3.5.1 Spectral analysis

Combustor dynamics are commonly analyzed in the frequency domain by applying a Fast Fourier Transform (FFT) to the time-domain pressure signal of each combustor (see Attachments B and C). Although the FFT is rigorously defined, important field issues associated with how the FFT has been set up arise when comparing amplitudes from engine and when trying to compare the different Original Equipment Manufacturers (OEMs).

Spectral data are recorded and stored by a data-acquisition system. It is not practical to save continuous frequency and amplitude data of the entire spectrum for every combustor. A common practice is to save the peak amplitude observed within each spectral bin (called “peak hold”) over some interval, commonly 1 minute. These data are then compared with frequency-dependent alarm-threshold levels, which warn of harmful or abnormal conditions. Note that these alarm thresholds are determined empirically. All that is really known from this type of data is that large amplitudes are damaging and low amplitudes are less damaging.

The sound spectrum of a turbulent flame is rich in information about turbulence scales, burner geometry, convective velocities, flame speed, and so forth. This has led to the development of a
school of combustion diagnostics which exploits details of the spectral shape out to frequencies of several thousand hertz.

II.3.5.2 Directivity effects

While combustion noise is essentially radiated isotropically, experiments on open turbulent flames indicate that there are some directivity effects. Smith and Kilham in 1963 [II-62] found that the preferred directions of acoustic propagation for the flames tested lie between 40° and 80° from the burner axis. These authors attribute the measured directivity to convection of sound sources by the flow. Price et al. in 1969 [II-88] also confirms the quasi-isotropic character of noise radiation when the acoustic wavelength greatly exceeds the typical dimensions of the flame ($\lambda_a >> L$) with a preferred direction at 80° for long turbulent non premixed jet flames when the flame length $L$ is no longer small compared to $\lambda_a$ ($L<\lambda_a$). Some directivity can be due to propagation of sound through flow field inhomogeneities and specifically temperature gradients [II-69].

II.3.5.3 The thermo-acoustic efficiency

The key parameter for determining the overall radiated sound power is the thermo-acoustic efficiency, defined as the fraction of the combustion heat release which is radiated away as acoustic energy in the far field. It has been observed that the overall radiated acoustic power associated with gas turbine combustion noise is of the order of only a few parts per million of the total thermal power. Only a small part of the total power produced in a combustor is involved in combustion instabilities, then it suggests that the existence and severity of these instabilities may be sensitive to apparently minor changes in the system (e.g., $\dot{\omega}_L$ or $p_1$). That assertion is confirmed by experience.

The thermo-acoustic efficiency of an open turbulent flame generally changes when the same flame is placed within an enclosure. There are two reasons for this change:

- The enclosure modifies the steady flow through the flame, thereby producing fundamental changes in the combustion process.
- In certain particular situations, coupling may exist between the acoustic response of the combustion system and the heat release process. The presence of an enclosure can cause pressure waves created in the flame zone to be returned to the flame zone with a time delay that depends on the length and average sound speed in the combustor. Energy is added to the pressure wave at any frequency for which the instantaneous peak in acoustic pressure ($p$) in the flame zone coincides with the instantaneous peak in heat release ($\dot{\omega}_T$). When this critical situation holds, the wave grows in amplitude.
II.4 Flame/acoustic interactions

Coupling mechanisms between acoustic waves and flames have become central issues in the development of many combustion systems because of both environmental issue (noise) and the destructive interactions that acoustics can generate in combustors.

Flame/acoustics coupling can operate in different ways:

- **a)** *flames produce noise* ([II-35],[II-36],[II-56]) and environment issues make the reduction of noise an important topic;
- **b)** *flames can be influenced by noise* and acoustic waves leading to a resonant interaction.

1) The first manifestation of such instabilities have been known for a long time (Rayleigh [II-39]; Putnam [II-3], [II-4], [II-5], [II-6], [II-7]; Williams [II-89]) in many practical systems. In the 1802 Higgins ([II-90], [II-91]) discovered “singing flames” when a jet of ignited gas was inserted into the tube open at both ends. The frequency of singing coincided with the natural frequency of the tube. Sound was produced only at certain ranges of system parameters.

   The simplest demonstration of combustion instabilities, and thus one of the most studied systems, is the Rijke tube. This phenomenon was discovered by De Rijke in the 1859 [II-92] and it was analyzed by Rayleigh in the 1877 [II-93]. In a Rijke tube, a heat source, usually a flame, is placed in a tube open at both ends: if the flame is placed in the lower quarter of the tube, the pressure and velocity are in phase making the Rayleigh index positive, and the oscillation grows to a self-excited limit cycle. It is assumed that the heat release rate varies approximately with the velocity. A Rijke tube is a convenient system for studying thermo-acoustic instabilities both experimentally and theoretically. An excellent review of Rijke tube work was performed by Raun [II-94] and by Bisio and Rubatto [II-95].

   When the heat release is due to a flame, much energy can be injected into the oscillation modes and the effects of the resonant interaction and combustion instabilities can be spectacular: in addition to inducing oscillations of all flow parameters (pressure, velocities, temperature, etc), such phenomena increase the amplitude of flame movements and the levels of heat transfer to walls; in some extreme cases, they can destroy part of the burner and induce a loss of control of the system. At the same time, burners submitted to instabilities usually have a higher efficiency: pulse combustors which are designed to oscillate have high burning rates ([II-96], [II-97]).

   However, most combustors are not designed for such regimes and combustion instabilities are usually undesired and harmful phenomena.

2) The sensitivity of flames to music at a musical party was noted by Le Conte in 1858 [II-98] and described like the “dancing flames” in the following quotation: “Soon after the music commenced, I observed that the flame exhibited pulsations exactly synchronous with the audible beats. This phenomenon was very striking to everyone in the room, and especially so when the strong notes of the violoncello came in ... A deaf man might have seen the harmony...”.

   Even when flames are not submitted to strong combustion instabilities, acoustic wave interact with turbulent combustion in a number of situations and can modify flames as significantly as turbulence does. Moreover, *acoustic wavelengths* in most combustion chambers are of the
order of 10 cm to 3 m and acoustic perturbations have a spatial coherence which can amplify their effects over the full combustion chamber (while turbulent length scales are much smaller). Then the effect of acoustics on turbulent combustion can be both significant and very different from the action of turbulence, suggesting that a proper description of turbulent combustion chambers must incorporate effects of acoustic wave. Numerically the importance of acoustic waves also emphasizes the need for sophisticated boundary conditions: using boundary conditions which can handle correctly the transmission and the reflection of acoustic waves on boundaries become a critical issue in many reacting flows. Studies of combustion instabilities and noise are numerous ([II-35], [II-36], [II-56], [II-73], [II-99], [II-100], [II-101], [II-102], [II-103]) and started long ago by Rayleigh [II-39].

II.4.1 Coupling mechanisms between acoustic waves and flames

Coupling mechanisms between acoustic waves and flames have become central issues in the development of many combustion systems because of environmental issue (noise) and due to the structural damage that such an interaction may produce in combustors (thermo-acoustic instabilities). The effect of acoustics on turbulent combustion can be significant and very different from the action of turbulence itself, suggesting that a proper description of turbulent combustion chambers must incorporate effects of acoustic waves. Understanding these interaction is also important for combustion diagnostic and control.

Currently little is known about the mechanisms by which the flame responds to acoustic waves. The complexity of such an interaction is higher for turbulent flames than for laminar flames, due to the larger variety of fluid-dynamic and thermo-chemical scales involved both in space and time. Efforts in understanding this interaction have been mainly done by means of numerical approaches ([II-104], [II-105], [II-106] § 8.3.7), while less has been done experimentally ([II-37], [II-47], [II-107], [II-108], [II-109], [II-110], [II-111], [II-112]). Attention is usually focused on three themes ([II-113], [II-114]): effect of external acoustic oscillations on nonreactive flowfields (no flame present), response of flames to harmonic oscillations, and flame-vortex interaction. Studies are commonly performed on injection systems equipped with a bluff-body that favours flame stabilization by means of the associated recirculation zone: hence, bluff-body devices are good models of burners used in industrial applications.

It was observed that forced acoustic oscillations favour vortex roll-up in separated shear layers of nonreactive flowfields at frequency commensurate with the excitation frequency, and also produce velocity fluctuations at other frequencies due to nonlinearity ([II-113], [II-115], [II-116]). In experiments with weakly turbulent flames, it was also observed that no periodic disturbances of the flame front appear in the absence of acoustic forcing, although it does exhibit occasional corrugations ([II-115], [II-117]), but the flame front is periodically distorted, especially close to the injection, as acoustic forcing is introduced, due to the roll-up of the separated shear layer into coherent structures [II-115]. Besides these observations, it must be reminded that even if a flame is distorted by shear layer instabilities, at the same time it tends to dampen these fluctuations (via the increased molecular viscosity and local dilatation due to heat release) smoothing out the produced wrinkles during its front propagation ([II-113], [II-114], [II-115]).
[II-118], [II-119]). Furthermore, the presence of a flame front causes acoustic wave reflection and changes the phase of velocity perturbation ([II-120], [II-121], [II-122], [II-123]).

As a matter of fact, the nature of a flame can be strongly altered depending on the amplitude of the acoustically generated vorticity perturbation, as shown by fundamental studies of vortex-flame interaction ([II-113], [II-124], [II-125], [II-126]). An important phenomenon affecting this interaction is the baroclinic effect that couples pressure and density gradients. Its torque action becomes stronger with increasing the amplitude of the perturbation [II-114]. However, even though in case of strong flame distortion the baroclinic term can produce vorticity of opposite sign along a corrugated flame sheet [II-126], its global effect has been proved to be secondary with respect to shear layer generated vorticity [II-114].

**II.5 Causes of instabilities and damping processes**

Turbulence in the flow and the flame causes an unsteady variation of the flame shape and the local reaction rates, thus, causing a broadband noise level, commonly referred to as combustion noise.

Turbulence, inherent in the inlet air and fuel mass flows, causes a fluctuating heat release and thus a fluctuation of density and pressure, i.e., a generation of sound. These pressure disturbances propagate as acoustic waves through the combustion chamber, are reflected at the boundaries, and travel back to the burner. Here, they modulate the inlet mass flows and the thermoacoustic feedback cycle is closed. If the phase relationship is as such that it promotes constructive interference, disturbances, which were initially infinitely small, might grow until the process is saturated by non-linear effects. At a first glance, this thermoacoustic feedback cycle is rather easy to understand. However, the physical mechanisms involved, are manifold and very complex.

Although known for more than 200 years (in fact, Higgins was the first to document the “singing flame” around 1802) and having an industrial relevance for nearly 80 years, thermoacoustic instabilities still pose what is probably the largest problem in ultra low-NOx gas turbines. A great many of researchers from industry and academia were and are devoted to this problem and a vast amount on excellent publications on the individual driving mechanisms exists. Although probably all major mechanisms leading to thermoacoustic instabilities are identified, up to know, not all of these mechanisms, above all their non-linear saturation effects as well as the importance of each of them, are fully understood.

Furthermore, the complex interactions between these mechanisms often do not allow to decouple them and usually more than one is responsible for an instability to occur.

The prevalence of instabilities in combustion systems can be primarily attributed to two fundamental causes:

a) combustion chambers are almost entirely closed and the internal processes tending to attenuate unsteady motions are weak;

b) the energy required to drive unsteady motions represents an exceedingly small fraction of the heat released by combustion.

These underlying issues are present in any combustion chamber, but are especially consequential for systems such as gas turbine engines, in which energy intensity is quite high.
II.5.1 Feedback loop responsible for combustion instabilities

Combustion instabilities are excited by feedback between the combustion process and acoustic oscillations that depends on the system characteristics and operating conditions. The generic feedback loop responsible for combustion instabilities consists of the following sequence of events:

1. *Fluctuations in the velocity and/or thermodynamic-state variables* induces a *fluctuation in the heat-release rate*.
3. The *acoustic oscillations* generate the velocity and thermodynamic-state variable fluctuations that are described in step 1, thus closing the feedback loop.

Depending on the relative magnitudes of the energy added and removed from the acoustic oscillations, the amplitude of oscillations may decrease, remain constant, or grow during each cycle of this loop.

![Diagram of the feedback processes responsible for combustion instabilities](Image)

Fig. II-5: Scheme of the feedback processes responsible for combustion instabilities.
II.5.2 Mechanisms of driving combustion instabilities

In all cases the sources of combustion noise (direct and indirect) are related to the flame dynamics and to unsteady rates of heat release. The analysis of combustion noise is then intimately tied to an understanding of dynamics of perturbed flames. The relationship with the heat release oscillations has been explored in a set of recent studies. On the experimental side much has been learnt from detailed experiments. In combustion noise research for flows at low Mach numbers the effect of unsteady heat release was considered the most dominant source contribution and therefore, the investigations mainly pursued analyzing the acoustic output of that mechanism ([II-68], [II-127], [II-128], [II-129]): heat release from chemical reactions is the major energy source driving unsteady flow oscillations in combustion systems. The dominant contribution of the unsteady heat release to the acoustic pressure field led in the research field of flame diagnostics to the idea of formulating an inverse problem in which the unsteady heat release distribution is determined by measuring the acoustic pressure field in open ([II-130]) and in confined ([II-131], [II-132]) systems. The flame’s fluctuating heat release was inferred from chemiluminescence measurements. It was shown that the inferred heat release spectra had peaks at the same frequencies as the pressure and velocity spectra, although the spectral content is greater at lower frequencies, suggesting that the flame acts in a similar way to a low-pass filter, as reported in several studies ([II-133], [II-134], [II-135], [II-136], [II-137]).

It is often difficult to sort out cause-and-effect relationships from measurements made on an unstable system. A large number of potential coupling mechanisms could be at work in any one system. Modelling and detailed experimentation are often required to acquire this information. Several mechanisms capable of driving combustion instabilities in gas turbines have been identified ([I-32]; [II-34] § 1, 4 and 9):

A) Heat release as a pressure source

Because self-excited oscillations are typically caused by a coupling between the heat-release rate of the flame and the acoustics, eliminating the heat-release fluctuations ($\omega_T^0$) also eliminates the acoustic oscillations ($p_1^0$).

1) Flame interactions

By using well-controlled experiments, it is shown that rapid changes of the flame surface ($A_1$) generate an intense radiation of sound. In practical situations, there are many possible mechanisms that may produce or destroy flame surface at a fast rate, such as flame-wall interactions and collisions between adjacent flames or between neighbouring flow structures like vortices or reactant jets. These processes may feed energy into a resonant mode if they are properly phased with respect to the pressure. Fast changes in flame-surface area ($A$) constitute an important driving process of combustion instabilities. Three distinct mechanisms are usually involved (e.g., [II-47], [II-107], [II-138]):

a) Flame-vortex interaction: vortex shedding and flame roll-up by vortex structures

In the first mechanism, the flame is rapidly changing because of vortex roll up.
The vorticity fluctuations ($\Omega_1$) directly cause a volumetric expansion (and then $A_1$), leading to the heat-release fluctuations ($\dot{\omega}_T^1$) and then to a pressure pulse ($p_1$, pressure wave radiations). This can be represented globally by the following expression:

Flow perturbation $u_1 \rightarrow \Omega_1 \rightarrow$ flame roll-up $\rightarrow A_1 \rightarrow \dot{\omega}_T^1 \rightarrow p_1$

Large-scale, coherent vortical structures caused by flow separation from flame holders and rapid expansions, as well as vortex break-down in swirling flows, are often present in gas-turbine combustors.

The mere observation of vortex shedding at the instability frequency under limit-cycle conditions does not necessarily imply that it is also responsible for initiating the instability. Vortex shedding can be forced at the frequency of an external excitation when the forcing occurs at sufficiently large amplitude, even if this frequency does not coincide with the natural shedding frequency. These oscillations are often detected as a very-low-frequency mode, with $f < 30$ Hz. Then, flame-vortex interaction ([II-21], [II-37], [II-113], [II-115], [II-139]) refers to the interaction between the flame front and vortices that are periodically shed at the entrance to the combustor. As the vortex passes through the flame front, the flame is stretched by the vortex. Depending on the rate at which the flame is stretched and the local equivalence ratio ($\Phi_1$), this interaction can either increase the flame area ($A_1$) and hence the rate of heat release ($\dot{\omega}_T^1$), or it can lead to local extinction and as a result decrease the rate of heat release.

b) Flame-flame interaction and mutual annihilation of flame area

In the second mechanism, the rapid consumption of reactants trapped between two adjacent flames may produce a heat-release pulse ($\dot{\omega}_T^1$) and the subsequent emission of pressure waves ($p_1$). If this interaction is properly phased with respect to an acoustic eigenmode, it may drive the unstable motion. This can be represented globally by the following expression:

Flow perturbation $u_1 \rightarrow$ Flame wrinkling $\rightarrow$ flame front annihilation $A_1 \rightarrow \dot{\omega}_T^1 \rightarrow p_1$

c) Flame-wall boundary interaction

In the third mechanism, the vortex interacts with a wall or another structure, which induces a sudden ignition of fresh material or thermal losses. Interactions of flames with solid walls constitute a source of heat-release fluctuations. The interaction of a perturbed flame with a wall can induce rapid changes of flame-surface area ($A_1$) and heat-release fluctuations of large amplitude ($\dot{\omega}_T^1$), and these fluctuations can generate an intense sound field (i.e., $p_1$, pressure wave radiations):

Flow perturbation $u_1 \rightarrow$ Flame wrinkling $\rightarrow$ wall $\rightarrow A_1 \rightarrow \dot{\omega}_T^1 \rightarrow p_1$
Previous data have concerned unconfined flame configurations driven by velocity perturbations. These cases are less dependent on the geometry because sound generation is not modified by reflection from boundaries. It is also easier to examine unconfined flames with optical techniques. However, in many applications, combustion takes place from the combustor inlet or exhaust sections. The presence of boundaries has two main effects:

- boundaries modify the reflection response of the system;
- boundaries modify the flame dynamics by changing the geometry of the flow in the system.

The first item is easily treated by considering the eigenmodes of the system and expanding the pressure field on a basis formed by these modes. The second item is less well documented but is clearly important. The presence of boundaries not only modifies the structure of the mean flow but also influences the flame dynamics.

2) **Equivalence ratio oscillations** (i.e., **fuel/air ratio oscillations**). This type of interaction ([I-32], [II-59], [II-140], [II-141], [II-142], [II-143], [II-144], [II-145]) is often identified with midrange frequencies, with \( f = 50-1000 \text{ Hz} \).

3) **Fuel feed line-acoustic coupling** (i.e., **fuel flow rate oscillations**)

*Feed-system coupling* [II-30] refers to a modulation of the fuel flow rate caused by pressure fluctuations in the combustor and fuel-delivery system. This modulation results in a fluctuating fuel concentration that is convected to the flame front and produces a fluctuating rate of heat release. If the fuel fluctuation arrives at the flame front in-phase with the pressure fluctuation, the resulting heat-release fluctuation amplifies the oscillations, whereas, if the fuel fluctuation arrives at the flame front out-of-phase with the pressure fluctuation, the resulting heat-release fluctuation damps the oscillations.

4) **Oscillatory atomization, vaporization and mixing**

Interactions of acoustic field with the fuel spray produce periodic variations of the fuel-spray shape, droplet sizes, evaporation rates, and mixing rates of the fuel vapour with surrounding gases.

Spray-flow interactions ([I-32], [II-26]) refer to several phenomena that act to drive unstable combustion, including oscillations in droplet atomization and droplet vaporization and spray-vortex interaction. Any of these phenomena can cause modulation of the fuel concentration and/or fuel distribution and thereby produce fluctuations in the rate of heat release.

*Fuel/air mixing* is a possible mechanism of flow instabilities and then leading to oscillations of thermo-acoustic instabilities ([I-32], [II-59], [II-140], [II-146]).

The fluctuations of the mixing can be attributed to flow instabilities, e.g. *Kelvin-Helmholtz instabilities* [II-147], *vortex shedding* and PVCs (i.e., *precessing vortex core*) ([I-30], [II-148]) which may feed combustion oscillations.

Two mechanisms are known to be particularly significant in **premixed systems**: these are *vortex shedding* and **fuel/air ratio oscillations**.
• The vortex shedding mechanism, as its name suggests, is due to large scale, coherent vortical structures. These structures are the result of flow separation from flameholders and rapid expansions, as well as vortex breakdown in swirling flows. They are convected by the flow to the flame where they distort the flame front and thereby cause the rate of heat release to oscillate.

• In the second mechanism, acoustic oscillations in the premixer section cause fluctuations in the fuel and/or air supply rates, thus producing a reactive mixture whose equivalence ratio varies periodically in time. The resulting mixture fluctuation is convected to the flame where it produces heat release oscillations that drive the instability. The coupling of the premixer acoustics with the fuel system is affected by the pressure drop across the fuel injector.

Vortex shedding and fuel/air ratio oscillations become important when the resulting heat release perturbation is in phase with the pressure fluctuation. This can be expressed by the following relationship:

$$\tau_{\text{conv}} + \tau_{\text{chem}} = k T$$  \hspace{1cm} (II-24)

where $\tau_{\text{conv}}$ refers to the time required for either the equivalence ratio perturbation or the vortex to convect from its point of formation to the “center of mass” of the flame, $\tau_{\text{chem}}$ refers to the chemical delay time, $T$ refers to the acoustic period, and $k$ is an integer constant whose value depends upon the combustion chamber acoustics ([II-145], [II-149], [II-150]).

Variations in fuel composition impact the phase relationship expressed by Eq. (II-24) by affecting both the convective and chemical times. The effect of fuel composition on the chemical time ($\tau_{\text{chem}}$) is clear. The effect on the convective time ($\tau_{\text{conv}}$) can be better understood from the following equation which expresses the convective time as the sum of the convective time in the premixer ($\tau_{\text{pm}}$) and the convective time in the combustor ($\tau_{\text{comb}}$):

$$\tau_{\text{conv}} = \tau_{\text{pm}} + \tau_{\text{comb}} = \frac{L_{\text{pm}}}{u_{\text{pm}}} + \frac{L_f}{\alpha u_{\text{comb}}}$$  \hspace{1cm} (II-25)

where $L_{\text{pm}}$ refers to the distance from the point of origin of the disturbance to the entrance to the combustor, $u_{\text{pm}}$ refers to the mean convective velocity in the premixer, $L_f$ refers to the distance the perturbation travels from the combustor entrance to the center of mass of the flame, and $u_{\text{comb}}$ refers to the mean convective velocity in the combustor, which can be expressed as a fraction $\alpha$ of the velocity in the premixer.

The effect of variations in fuel composition on the convective time is primarily the result of the effect of flame speed on the location of the flame center of mass. For example, increasing the percentage of hydrogen in a syngas fuel will increase the flame speed and therefore change the location of the flame center of mass.

As the flame speed increases, as a result of increasing the equivalence ratio, the distance to the flame center of mass decreases, which corresponds to a shorter convection time in the combustor: such a change can cause a stable combustor to go unstable or an unstable combustor to go stable.
B) Heat-release fluctuations driven by pressure waves

1) Flame response to upstream modulation: oscillatory flame area variation
This path may be investigated by modulating an initially stable flame by acoustic waves, in fact the forcing technique is used to study the presence of a coupling mechanism. Interactions of acoustic velocity oscillations with the flame cause periodic variation of the flame area and, thus, a periodic heat-addition process that drives the acoustic field. This type of interaction is often identified with high-frequencies, with \( f > 1000 \text{ Hz} \). This interaction can be represented schematically by

Acoustic wave motion \( p_1 \rightarrow \text{Flow modulation } u_1 \rightarrow \text{Flame surface wrinkling } A_1 \rightarrow \dot{\omega}_r^1 \)

2) Flame response to composition inhomogeneities
Experiments and theoretical analysis indicate that certain types of instabilities in lean premixed combustors may be driven by perturbations in the fuel-air ratio (\( \Phi_1 \)). This situation can be illustrated by assuming that pressure oscillations (\( p_1 \)) in the combustor interact with the fuel-supply line (injection perturbation) and change the fuel flow rate (\( u_{f1} \)). The interaction may also take place with the air supply, which will also affect the equivalence ratio (\( \Phi_1 \)). This type of interactions will produce a heat-release perturbation (\( \dot{\omega}_r^1 \)), which, if properly phased with the pressure, may feed energy in the resonant acoustic mode involved in the process. This interaction can be represented schematically by

Acoustic wave motion \( p_1 \rightarrow \text{Injection perturbation } \rightarrow u_{f1} \rightarrow \Phi_1 \rightarrow \text{Convection } \rightarrow \dot{\omega}_r^1 \)

3) Flame response to unsteady strain-rate
An unsteady strain-rate field can be induced by the resonant acoustic motion acting on the flow. Flow modulation may result from the field of variable strain-rate (\( \varepsilon_1 \)), which can be induced by the unsteady motion (\( u_1 \)) in the combustor (e.g. by premixed velocity). The variable strain-rate can produce or diminish the flame-surface area (\( A_1 \)), and modify the local rate of reaction per unit surface (\( \dot{\omega}_r^1 \)). If the fluctuations are suitably phased, they will feed energy back into the acoustic motion. This interaction can be represented schematically by

Acoustic wave motion \( p_1 \rightarrow \text{Flow modulation } u_1 \rightarrow \text{Strain-rate } \varepsilon_1 \rightarrow \text{Flame surface wrinkling } A_1 \rightarrow \dot{\omega}_r^1 \)

The Fig. II-6 shows a simplified scheme of key instability mechanisms believed to be present in most practical lean premixed systems.

The fuel-air ratio disturbance is convected through the premixer into the combustion zone, leading to an oscillation in heat release. It is important noting that because of the low Mach
number of the flow in the passage of the flow velocity (typically, $Ma \sim 0.05$), small pressure fluctuations ($p_1$) can result in significant fuel-air ratio oscillations. This can be seen by noting that

$$\frac{u_1}{U} = \frac{1}{\gamma Ma^2} \frac{p_1}{P}$$

If the heat release ($\dot{\omega}_1$) associated with the fuel-air ratio oscillations ($\Phi_1$) is in phase with the original pressure waves ($p_1$), the oscillating heat release will augment the original pressure waves in the combustion chamber.

A finite convective time delay between the generation of a pressure wave and the associated fuel-air ratio exists. Once a perturbation in airflow (or fuel flow) occurs at the point of fuel injection, a finite time (of the order of milliseconds) is needed for this disturbance to be convected to the zone of heat release ([II-34] § 4). This travel time is also the time during which the mixing of the fuel and air takes place.

### II.5.2.1 Energy transfer mechanisms

The energy exchange mechanisms in a turbulent reacting flow are summarized in the schematic diagram shown in Fig. II-7 ([I-32], [II-151]). The oscillatory motions can acquire energy through several different pathways. They may extract energy from the mean flowfield and chemical reactions, exchange energy with background turbulent motion, or be dissipated into thermal energy through viscous damping. When there are no chemical reactions, the primary energy provider for periodic motions is the mean flowfield and/or boundary effects. With combustion, heat release from chemical reactions is the major source for driving periodic motions. The transfer of energy from chemical reactions to the periodic flowfield only takes place when heat release is in phase with pressure oscillation.

The above analysis suggests that the dominant physical processes or mechanisms responsible for driving unsteady flow oscillations in a combustion system arise from either heat release or gas dynamic fluctuations, or both. The latter include acoustic motions in the chamber, evolution of large-scale coherent structures, and other flow phenomena. Heat release is largely related to local equivalence ratio and mass flow rate, together with instantaneous pressure and temperature. In a gaseous premixed flame, heat release fluctuations may result from flame surface variations, equivalence ratio fluctuations, mass flow rate oscillations, and vortex shedding processes due to hydrodynamic instabilities. In systems using liquid fuel, atomization and droplet vaporization are additional sources of periodic exothermicity of the combustion process. Many of these mechanisms capable of driving combustion instabilities in gas turbines have been identified and summarized by Zinn and Lieuwen ([II-34] § 1) and Ducruix et al. [II-152].
Fig. II-6: Driving mechanisms for combustion instability (modified by [II-34] § 4).
II. Thermo-acoustic instabilities: fundamental processes and mechanisms

II.5.3 Frequency ranges in combustion instabilities

Combustion instability in a specific gas turbine engine can generally be classified by the oscillation frequencies and grouped into the following categories: low-frequency, intermediate frequency, and high-frequency instabilities, but there is no universally accepted criterion with well-defined frequency boundaries currently available to define these three types of instabilities.

Three frequency ranges can be defined to describe combustion instabilities:

1) **Low-frequency dynamics** (LFD) occur at frequency $f<50$ Hz. These dynamics are frequently referred to as “roar”, “rumble”, “breathing” modes, “bulk” modes (i.e., “Helmholtz” modes). Because of the low frequency of these type of instabilities, this phenomenon is sometimes called “humming”. In the industry, these types of oscillations

---

It is a bulk pressure fluctuation that takes place inside the burner and occurs at relatively low frequency and the pressure is essentially uniform throughout the volume. The unsteady velocity is close to zero, but the pressure rises and falls.
are referred to as “cold tones” because their amplitude increases as the flame temperature decreases. They are often observed at very lean conditions near blowout. Low-frequency dynamics is one of the easiest modes to identify, and it is very audible and may sound like a freight train is running through the plant.

2) **Mid-frequency dynamics** (MFD) occur at frequencies in the range $50 < f < 1000 \text{ Hz}$. In general, the first natural mode in industrial gas-turbine combustor is between 50 and 300 Hz, depending on the geometry and firing temperature. In industry, these oscillations are often referred to as “hot tones” because their amplitude often increases with firing temperature and engine power output. This intermediate-frequency are usually associated with the coupling between the fuel–air ratio and acoustic oscillations. This type on instabilities usually correspond to the longitudinal acoustic modes of the combustor ([I-32], [II-34] § 5).

3) **High-frequency dynamics** (HFD) occur at frequencies $f > 1000 \text{ Hz}$. These types of oscillations are called “screech”, and they are occasionally observed in industrial gas turbine. In general high-frequency dynamics refers to three-dimensional acoustic modes: they are caused by interactions between acoustic disturbances and flame evolution. To date, research efforts have not revealed the feedback cycles exciting this type of combustion instability. Although not very common, high-frequency dynamics is particularly destructive to engine hardware, in fact parts have been observed to fail in as little as a few minutes during these types of oscillations. The origin of high-frequency dynamics should be found in the reacting shear layer. High-frequency dynamics are usually related to transverse (i.e., tangential) acoustic modes ([I-32], [II-34] § 5).

Note that the three frequency ranges defined here are used for convenience in describing various dynamics that may be observed, but they should not be interpreted as rigid boundaries of physical behaviour. The mechanisms that drive low-, mid- and high-frequencies dynamics are different, although all involve coupling between the heat release of the combustion process and the acoustic-pressure field. Note that different frequencies respond to changes in operating conditions differently. Whereas one intermediate-frequency dynamics mode may be damped by an increase in the fuel-gas fraction in one of the fuel stages, another mode’s amplitude may increase because of the same action. Changes in combustor design also have similar tradeoffs for optimizing the dynamic response of the combustion system. The acoustic waves have long wavelengths compared with the dimensions of the combustion system and they expand over several gas-turbine components, including the compressor, burner plenum and turbine. Therefore, all these components play a pivotal role in combustion-dynamics analysis.
The acoustic geometry of the combustor determines the shape of the acoustic modes, which are also influenced by the acoustic-boundary conditions at the combustor exit. The distribution of the pressure on the surface of the combustion chamber is important information for the optimum arrangement of resonators on the combustor shell. Furthermore, mode shapes of acoustic pressure are needed to analyze structural vibrations and to determine the life of the combustor shell. The thermoacoustic instability induced inside the combustor also generates dynamic-pressure oscillations in the plenum, upstream of the burners.

II.5.4 Acoustic motion in combustor chamber: resonant frequencies

The most problematic type of instability involves the coupling between acoustic motion and transient combustion response. A major reason for the prevalence of acoustically coupled instabilities in gas turbine combustors and many other propulsion systems is the relatively closed acoustic environment within which combustion occurs, and the relatively large amount of energy available from chemical reactions to drive the acoustic field. In addition, acoustic waves can propagate throughout the entire chamber and affect the flame dynamics, thereby providing a pathway for energy feedback between the flow motion and combustion process. Thus a prerequisite of any instability research is the identification of acoustic modes in the combustion chamber.

With the expression of a flow variable as the sum of a mean and a fluctuating part, one can derive a wave equation from the linearized conservation equations of mass, momentum and energy as follows, neglecting all source terms,

\[ \nabla^2 p' - \frac{1}{\bar{c}^2} \frac{\partial^2 p'}{\partial t^2} = 0 \]  

(II-26)

where \( \bar{c} \) is the mean sound speed in the chamber. If we consider a cylindrical combustion chamber with a closed boundary, by using the method of separation of variables, a general solution to equation (II-26) can be written as:

\[ p' = \sum_{l,m,n} A_{l,m,n} J_m(k_{rnm}r) \cos(m\theta + \gamma_{l,m,n}) \cos(k_{z}z) e^{j\omega_{l,m,n}t} \]  

(II-27)

where \( l,m \) and \( n \) are integers; \( J_m \) is the Bessel function of the first kind of order \( m \); \( k_{z}L = l\pi \) where \( L \) is combustion chamber length; \( k_{rnm}R = j_{nm}^l \) where \( j_{nm}^l \) is the \( n \)th extremum of the \( m \)th Bessel function of the first kind; and finally \( R \) is the chamber radius. The permitted radian frequencies are determined from:

\[ \omega_{l,m,n} = \sqrt{ \frac{c^2}{\bar{c}^2} + \frac{k_{z}^2}{R^2} } \]  

(II-28)
The term in equation (II-28) with $m=n=0$, $l\neq0$ describe **longitudinal modes**; those with $l=m=0$, $n\neq0$ correspond to **radial transverse modes**; and those with $l=n=0$, $m\neq0$ represent **tangential (or azimuthal) transverse modes**.

In general, combustion instabilities occur at frequencies associated with natural acoustic modes of the combustor. These include, for example, bulk (i.e. Helmholtz-type oscillations), axial (i.e. longitudinal), and transverse (i.e. tangential azimuthal and radial) modes (Fig. II-8).

There are two basic types of wave motion for mechanical waves:

1) **longitudinal waves** (Fig. II-8a)
   In a longitudinal wave the particle displacement is parallel to the direction of wave propagation, and the particles do not move down the tube with the wave; they simply oscillate back and forth about their individual equilibrium positions. The wave is seen as the motion of the compressed region (i.e., it is a pressure wave), which moves from left to right.

2) **transverse waves** (Fig. II-8b,c,d)
   In a transverse wave the particle displacement is perpendicular to the direction of wave propagation, and the particles do not move along with the wave; they simply oscillate up and down about their individual equilibrium positions as the wave passes by.

![Diagram of wave types](image)

Fig. II-8: Examples of **longitudinal** (a) and **transverse** acoustic modes (b) [**transverse radial mode** in (c), **transverse azimuthal mode** in (d)] that are excited in cylindrical combustors ([II-34] § 1).

The estimated frequencies of oscillations obtained from the above classical acoustics analysis commonly lie within 10–15% or less of the frequencies observed in experiments for combustion instabilities [II-13]. A combustion chamber contains a non-uniform flow of chemically reacting species. The flow is normally turbulent and may include regions of separation. Yet estimates of the frequencies of oscillations computed with acoustic formulas for the natural modes of a closed chamber containing a uniform gas at rest commonly lie within 10-15% or less of the frequencies observed for combustion instabilities, if the speed of sound is correctly chosen. It is precisely the departure, however, from classical acoustics that defines the class of problems we call combustion instabilities. According to Culick [II-13], there are three main reasons that the classical view of acoustics is a good first approximation to wave propagation in the combustion chamber. First, the Mach number of the mean flow is usually so low that convective and refractive effects are small. Second, if the exhaust nozzle is choked, the incident waves are efficiently reflected, and the exit plane can be regarded as a rigid surface, acoustically. Third, in the limit of small-amplitude disturbances, the unsteady motion in the compressible flow can be decomposed into three independent modes of propagation: **acoustic**, **vortical** and **entropy waves**. Even in the highly turbulent non-uniform flow usually present in a combustion chamber, acoustic...
waves behave according to their own simple classical laws. The role of the classical linear acoustic analysis should not, however, be exaggerated. It cannot decide which modes of acoustic oscillations will be excited, nor is it able to predict the amplitude of the excited modes. The most obvious evidence that combustion instabilities are related to classical acoustic resonances is the common observation that frequencies measured in tests agree fairly well with those computed with classical formulas. Generally, the frequency $f$ of a wave equals its speed of propagation, $c$, divided by the wavelength, $\lambda$:

$$f = n \frac{c}{\lambda}$$

where $n=1,2,3,\ldots$ is the number of $n$-th harmonic.

On dimensional grounds, or by recalling classical results, we know that the wavelength of a resonance or normal mode of a chamber is proportional to a length, the unobstructed distance characterizing the particular mode in question. Thus the wavelengths of the organ-pipe modes are proportional to the length, $L$, of the pipe, those of modes of motion in transverse planes of a circular cylindrical chamber are proportional to the diameter, $D$, and so forth, hence (in the case of first harmonic, i.e. $n=1$):

1) **Longitudinal mode**

$$f_{LR} \approx \frac{\bar{c}}{L} \quad \text{longitudinal resonant frequency}$$

2) **Transverse modes**

a) $$f_{TRR} \approx \frac{\bar{c}}{(D/2)} \quad \text{transverse radial resonant frequency}$$

b) $$f_{TAR} \approx \frac{\bar{c}}{2\pi(D/2)} \quad \text{transverse tangential (or azimuthal) resonant frequency}$$

There are two basic implications of the previous formulas, with suitable multiplying constants, seem to predict observed frequencies fairly well: evidently the geometry is a dominant influence on the spatial structure of the instabilities; and we can reasonably define some sort of average speed of sound in the chamber, based on an approximation to the temperature distribution. In practise, estimates use the classical formula $\bar{c} = \sqrt{R_{\text{gas}}\bar{T}}$ with $\bar{T}$ the average flame temperature inside the combustion chamber for chemical system in question, and with the properties $\gamma$ and $R_{\text{gas}}$ calculated according to the composition of the mixture in the chamber. If large differences of temperature exist in the chamber, as in a flow containing flame fronts, nonuniformities in the speed of sound must be accounted for to obtain close estimates of the frequencies.

Whatever the system, most combustion instabilities involve excitation of the acoustic modes, of which there are an infinitive number for any chamber. The values of the frequencies are functions primarily of the geometry and of the speed of sound, the simplest examples being...
the longitudinal and transverse modes of a circular cylinder. Which modes are unstable depends on the balance of energy supplied by the exciting mechanisms and extracted by the dissipating processes. In general the losses and gains of energy are strongly dependent on frequency.

3) **Bulk mode** (or “Helmholtz” mode)

Our global view, then, is that a combustion instability is an oscillatory motion of the gases in the chamber, which can in first approximation be synthesized of one or more modes related to classical acoustic modes. The mode having lowest frequency is a **“bulk” mode** (or **“Helmholtz” mode**) in which the pressure is nearly uniform in space but fluctuating in time. Because the pressure gradient is everywhere small, the velocity fluctuations are nearly zero. This mode corresponds to the vibration of Helmholtz resonator (i.e. cavity resonator, then volume; see Fig. II-9) obtained, for example, by blowing over the open end of a bottle. The cause in a combustion chamber may be the burning process itself, or it may be associated with oscillations in the supply of reactants, caused in turn by the variations of pressure in the chamber.

Helmholtz resonators were first described in the literature by Hermann Ludwig Ferdinand von Helmholtz in 1860. Helmholtz described the first mathematical theory for cavity resonators (volume) having a circular opening, and presented a mathematical formula for calculating their resonance frequencies. The formula was based on the volume of the cavity \( V \) and the radius of the opening (or neck, \( r \)), and is given by

\[
f_{HR} = \frac{c}{2\pi} \sqrt{\frac{2\pi r}{V}}
\]

where \( c \) is the speed of sound. Later, Rayleigh [II-93] presented a simplified theory of Helmholtz resonators. He stated that in practice, the length of the opening (or neck) is not merely constrained to the thickness of the cavity wall. He suggested that the fluid particles in close proximity to the opening take part in the induced motion of the fluid oscillating inside the neck. Therefore, an additional length should be added to the actual length of the neck (or cavity wall thickness) in order to include the mass loading of the fluid at the two ends of the neck. The additional length is more commonly referred to as an end-correction in many acoustic text books ([II-153], [II-154], [II-155]). Rayleigh [II-93] made clear that two end-correction factors, one for each end, must be added to the physical length of the neck. These two end-correction factors are (Fig. II-9): (1) **interior end-correction factor** \( \delta_i \), which corresponds to the neck-cavity interface, and (2) **exterior end-correction factor** \( \delta_e \), which corresponds to the opening face of the neck in communication with the environment. Rayleigh [II-93] derived the expression for the exterior end-correction factor of the neck using the model of a circular piston radiating from an infinite baffle, and assuming a constant velocity profile of the fluid over the neck cross-sectional area. The expression for the exterior end-correction factor was also used as a basis to calculate the interior end-correction factor of the neck. Rayleigh [II-93] also developed the formula for calculating the resonance frequencies of Helmholtz resonators which, in addition to the volume of the cavity and cross-
sectional area of the opening, also includes the effective length of the neck, $l_{\text{eff}}$. The formula, which is more commonly referred to as the classical formula ([II-153], [II-154], [II-155]), is based on the assumption that all the fluid particles in the neck oscillate at same velocity and phase, and also applies when a short tube of the same external diameter as the opening is placed in the opening, and is given by

$$f_{HR} = \frac{\bar{c}}{2\pi} \sqrt{\frac{\pi r^2}{l_{\text{eff}}} V} = \frac{\bar{c}}{2\pi} \sqrt{\frac{S_{\text{neck}}}{l_{\text{eff}}} V}$$

**Helmholtz resonant frequency**

where, $l_{\text{eff}}$ is the cavity wall thickness (or length of the tube, $L$, if applicable) plus the two end-correction factors: $l_{\text{eff}} \cong (\text{neck length} + \text{exterior end correction} + \text{interior end correction})$

In 1953, Ingard ([II-156], [II-157], [II-158]) presented a series of work on resonators covering a wide range of topics. Pertinent to the interior end-correction factor of the neck, which was assumed to be equal to the exterior end-correction as proposed by Rayleigh [II-93], Ingard [II-157] found that the application of Rayleigh's formula for calculating the interior end-correction is only valid for the cases where the dimensions of the neck are very small compared to the dimensions of the cavity, and that the formula can lead to significant errors when this condition is not satisfied. He derived different mathematical equations for the interior (neck-cavity interface) end-correction factor with respect to different geometries, modelling the neck as a piston oscillating into an expanded pipe of infinite length.

Two global aspects of minor importance in most classical acoustics are fundamental to understanding combustion instabilities: *transient characteristics* and *nonlinear behaviour*. Both are associated with the property that with respect to combustion instabilities, a combustion chamber appears to an observer to be a self-excited system: the oscillations appear without the action of externally imposed forces. Combustion processes are the sources of energy which ultimately appear as the thermal and mechanical energy of the fluid motions. If the processes tending to dissipate the energy of a fluctuation in the flow are weaker than those adding energy, then the disturbance is unstable.
II.5.5 Damping processes

Energy can be dissipated/removed from an unstable mode via the following three processes:

a) Transfer of acoustic energy to vortical or entropy disturbances through viscous and heat-transfer processes, respectively.
   This mechanism can be further subdivided into two submechanisms:
   - **Boundary-layer losses**, that occur when acoustic motions are present in the vicinity of surfaces on which viscosity and thermal-dissipation effects dominate.
   - **Flow separation losses** at sharp edges or during rapid flow expansions also dump acoustic waves by converting acoustic energy into vorticity.

b) Convection and/or radiation of acoustic energy out of the system.
   Acoustic energy inside a duct can leave the system by propagation and/or convection by the mean fluid motion out of the system. In general, this damping mechanism scales with frequency as \( fD/c \), where \( f \), \( D \) and \( c \) are frequency, pipe diameter and sound speed, respectively.

c) Transfer of energy between acoustic modes, out of natural acoustic frequencies to other frequencies.
   Oscillations in an unstable combustor, in general, are composed of one or more nearly pure tones at specific frequencies. This composition occurs because combustors are generally lightly damped acoustic resonators that respond to external disturbances over very-narrow-frequency ranges. Consequently, mechanisms that do not directly dissipate acoustic energy but transfer energy from the excited modes to other modes that oscillate at frequencies that are either not amplified in the combustor or at which the energy is more readily dissipated, effectively constitute “dissipation” mechanisms for a given natural acoustic mode.

II.5.6 State of art

From a practical point of view, three basic instability characteristics must be predicted and understood (they are listed in increasing order of predictive difficulty):

1. **Frequency of oscillations.**
   Prediction of instability frequencies is a relatively mature area. Although good success has been obtained in predicted acoustic mode shapes and frequencies, the amplitude of the oscillations are not easy to predict.

2. **Conditions under which the oscillations occur.**
   Predicting the conditions under which instabilities occur is considerably more difficult than predicting acoustic mode shape and frequencies, because it requires knowledge and modelling of the interactions of the flow and mixture disturbances with flames and damping processes.

3. **The final limit-cycle amplitude of the oscillations.**
   The prediction of the limit-cycle amplitude of the instability and the conditions under which large-amplitude disturbances destabilize a linearly stable system (triggering) require solution of non linear models of the combustor processes.
II. Critical review of causes and effects of instabilities

This chapter proposes a review of the state of knowledge in the field of combustion noise, in particular for Gas Turbine. The transfer of energy from chemical reactions to the periodic flowfield only takes place when heat release oscillations are in phase with pressure oscillations. The major driving mechanisms of combustion instabilities in lean-premixed gas turbine engines are hydrodynamic instabilities, flame surface variations, equivalence ratio fluctuations, and oscillatory fuel atomization and vaporization.

II.6.1 Pressure oscillations and radiative emission of flame: early combustion noise theory and comparison with experiments

One of the earliest combustion noise theory was that of S.L. Bragg ([II-61], [II-160]) in the 1963. Bragg’s theory is based on the direct combustion noise source model in which the flame zone is assumed to consist of a region of uncorrelated flamelets, created by turbulent mixing, which produce monopole-type sound upon burning. Then in the theory established by Bragg (1963), it was postulated that a turbulent flame behaves as a net monopole radiator. This theory appeals to purely physical reasoning to deduce that the sound power radiated from a turbulent flame should vary as the fuel reactivity and as the square of the mixture flow velocity. Bragg predicted a thermo-acoustic efficiency of about $10^{-6}$ with a peak frequency around 500 Hz for a typical hydrocarbon fuel.

Thomas and Williams ([II-63], [II-160]) measured in 1966 the sound power radiated from burning soap bubbles filled with combustible mixtures. The measured and predicted thermo-acoustic efficiency were shown to vary with flame speed over a range of about two orders of magnitude centered about a value of $10^{-5}$. The principle of the Thomas and Williams’ experiment ([II-63]) was to fill soap bubbles with a reactive mixture and record the pressure field radiated by the burning of each isolated bubble. It was found that the pressure signal could be described as the sound generated by a monopole source of strength $\frac{d\Delta V}{dt}$, where $\Delta V$ represented the volume increase due to thermal expansion of the gases crossing the reactive front. In this early model, the farfield pressure signal $p'$ was expressed in terms of the volume acceleration induced by unsteady combustion:

$$p'(\vec{r},t) = \frac{\rho_\infty}{4\pi r} \frac{d^2\Delta V}{dt^2} \tag{II-29}$$

where $\rho_\infty$ is the farfield air density at the measurement location $\vec{r}$ and $r$ designates the distance between the compact flame and the observation point. According to eq. (II-29) combustion noise results from the flow expansion determined by the heat release rate. It was argued that since this source is isotropic there is no preferential direction of radiation.

---

4 The thermo-acoustic efficiency is defined as the fraction of the chemical heat release in the combustion process which appears as acoustic energy in the far field of the burner.
In an extension of Thomas and Williams’ work, Hurle et al. [II-64] in the 1968 postulate, on the basis of simple monopole source theory, that the sound pressure radiated from an open turbulent premixed flame should vary as the time rate of change of light emission by certain free radicals in the reaction zone. A key element in the development is their demonstration that the intensity of emission by these free radicals increases directly as the flow rate of combustible mixture for both laminar and turbulent flames. They interpreted their experimental confirmation of this idea for ethylene-air flame as supporting both the monopole source nature of combustion noise and the flamelet, or wrinkled flame, model of turbulent flames. This result is significant because it establishes a direct relationship between the radiated sound pressure and the combustion heat release fluctuation.

Starting from eq. (II-29) and assuming that a turbulent flame is acoustically equivalent to a distribution of monopole sources of sound with different strengths and frequencies distributed throughout the reaction zone [II-62], it was possible to express the farfield sound pressure \( p' \) radiated by the turbulent reacting flow as a function of the volumetric rate of consumption of reactants \( q \) by the flame ([II-64], [II-88]):

\[
p' (\vec{r}, t) = \frac{\rho_u}{4\pi r} \left( \frac{\rho_u}{\rho_b} - 1 \right) \left[ \frac{dq}{dt} \right]_{t=\tau} \tag{II-30}
\]

In this expression, \( \frac{\rho_u}{\rho_b} = \frac{V_b}{V_u} \) designates the volumetric expansion ratio of burnt to unburnt gases, and \( \tau \) is the time required for acoustic propagation from the combustion region to the measurement point \( r \). In eq. (II-30), it was assumed that acoustic wavelengths \( \lambda_a \) are large compared to any of the characteristic scales of the flow (\( \lambda_a >> L \)) and that the measurement point \( r \) is far from the source region (\( r << \lambda_a \)).

The previous expression provides the sound pressure in the farfield for a compact source region, but it can be used indifferently for premixed or nonpremixed flames [II-88].

In the premixed case and for lean conditions the volumetric rate of reactants consumption \( q \) can be estimated from the light emission intensity \( I \) of excited radicals like \( C_2^* \) or \( CH^* \) ([II-64], [II-161]) and \( OH^* \) [II-162] in the reaction zone. This yields an elegant optical method to measure the volumetric rate of reactants consumption [II-47]:

\[
q = k I \tag{II-31}
\]

The coefficient \( k \) depends on the fuel, the free radical observed, the combustion regime, the flame shape and type and the experimental setup. This relation can be used to study combustion noise from a homogeneous reactive mixture submitted to flow perturbations. Concerning inhomogeneous mixtures (diffusive flame), the relation between the radiated pressure and the flame chemiluminescence is not as straightforward as in the premixed case and one cannot deduce the rate of reaction from emission from excited free radicals.

Combining eq. (II-30) and eq. (II-31), the radiated farfield sound pressure field can be linked to the light emitted from the turbulent combustion region:
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II. Thermo-acoustic instabilities: fundamental processes and mechanisms

Efforts to clarify and improve Bragg’s theory (1963) were undertaken by Strahle in the early seventies ([II-67], [II-68], [II-69]). Using the balance equations of fluid dynamics and Lighthill’s analogy for aerodynamic sound ([II-163], see attachment A), it is possible to derive an expression for the sound radiated from a region undergoing turbulent combustion. This can be used to link farfield acoustic pressure fluctuations ($p'$) to density fluctuations ($\rho'$) inside the combustion region [II-67]:

$$p'(\bar{r},t) = \frac{\rho_w}{4\pi r} \left( \frac{\rho_w}{\rho_b} - 1 \right) k \left[ \frac{dI}{dt} \right]_{t-\tau}$$  \hspace{1cm} (II-32)

where $\rho'$ are density fluctuations dominated by turbulent fluctuations and not by the acoustic field.

Then according to Strahle (1971) [II-67], combustion noise is generated by the violent density changes inside the combustion region.

These initial developments led to the more complete combustion noise theory [II-35]. This brief review indicates that sound radiation from flames results from the unsteadiness of the combustion process. Intense levels of noise are produced by interactions involving rapid changes of the rate of chemical conversion. When the flame zone is compact with respect to the acoustic wavelength the time delays between the different sources of sound can be neglected and noise radiation is essentially isotropic. Some directivity can be due to propagation of sound through flow field inhomogeneities and specifically temperature gradients [II-69].

II.6.2 Vortex shedding due to hydrodynamic instability

In gas turbine and many other types of combustors, strong shear layers are often formed downstream of fuel injectors and flame holders. Such transitional shear layers are usually characterized by large-scale coherent structures or vortices ([I-32], [II-22]).

Fresh mixture is entrained by vortical structures, and ignition takes place after a certain characteristic time. Delayed periodic combustion in shed vortices causes periodic acoustic oscillations. The fluctuating velocity of the acoustic field interacts with shear layers and closes the loop.

The shear layer is usually characterized by several instability frequencies associated with different sizes of vortices. When acoustic waves interact with the shear layer, the stabilization of the vortex size depends on the match between acoustic and shear layer instability frequencies. The vortices are smallest when the acoustic frequency equals the initial vortex shedding frequency (most amplified mode). The vortices attain their largest size when the acoustic frequency is near the preferred-mode frequency (jet-column mode). In nonreacting flow tests, the acoustic emission of vortices is low. There is no obvious feedback between the flow and acoustic pressure in the chamber. In reacting flows, however, the periodic heat release from the
combustion inside the vortices provides the missing link for the necessary feedback loop. Thus, the evolution of coherent flow structures leads to periodic heat release, which, when in phase with the pressure oscillation, can drive the instabilities as stated by the Rayleigh criterion. Recent overviews on shear-flow-instability driven combustion oscillations can be found in [II-164].

II.6.3 Change of flame surface area in premixed flames

For a gas-fueled premixed flame, the heat release per unit volume can be expressed as [I-32]:

$$\dot{\omega}_T = q \rho S_L A$$

where $S_L$ is the flame speed, $A$ the flame surface area per unit volume, $\rho$ the density of unburnt gas, and $q$ the heat of reaction per unit mass. Assuming that all properties except the flame surface area are constant, the fluctuation of the heat release rate is proportional to the variation in the flame surface area:

$$\dot{\omega}_T^1 \sim A_1$$

Considering the case of premixed flames, it was noted by Thomas and Williams in 1966 [II-63], and later by Abugov and Obrezkov in 1978 [II-165] and Clavin and Siggia in 1991 [II-166], that sound radiation can be related to the rate of change of the flame surface area ($A$) by assuming that the burning velocity is constant. The radiated acoustic power for a premixed flame has the following expression [II-47]:

$$W_a = \frac{\rho_u}{4\pi c_\infty} \left( \frac{1}{\rho_a} - \frac{1}{\rho_u} \right)^2 \left( \rho_u S_L \right)^2 \left( \frac{dA}{dt} \right)^2$$  \hspace{1cm} (II-34)

where $S_L$ is the laminar burning velocity and $A(t)$ is the flame surface area. It is very difficult to test this expression in the general case of a turbulent flame because the instantaneous surface area is not directly accessible experimentally. It is easier to use periodically perturbed laminar flame configurations to determine the instantaneous flame surface area and express the pressure signal to the rate of change of surface area. For a mixture of fresh reactants at a constant equivalence ratio, the pressure field is directly linked to the instantaneous flame surface area. Assuming a constant laminar burning velocity ($S_L$), one may extract the pressure signal from a direct measurement of the wrinkled flame surface area:

$$p'(\overline{r},t) = \frac{\rho_u}{4\pi r} \left( \frac{\rho_u}{\rho_b} - 1 \right) S_L \left[ \frac{dA}{dt} \right]_{\overline{r}}$$  \hspace{1cm} (II-35)

Alternatively, this can be accomplished by measuring light emission from free radicals in the flame, deducing from this measurement the heat release rate and determining the resulting pressure field from expression (II-32). However the laminar burning velocity ($S_L$) is not constant.
but depends on the local strain rate and curvature. It is shown theoretically that these effects act in combination in the form of flame stretch ([II-167], [II-168], [II-169], [II-170]) and that this may induce some additional radiation of sound.

According to Candel and Poinsot ([II-107]) the rate of change of the local flame surface area (A, and thus the heat release rate fluctuations, \( q^* \)) changes like the square of the flame surface area when this surface is being destroyed, while this rate of change of the flame surface area only increases linearly when flame area is being produced:

\[
\frac{d\Sigma}{dt} = \varepsilon \Sigma - \beta \Sigma^2
\]

where \( \Sigma \) is the flame surface area per unit volume. The conclusion of this analysis was that physical processes leading to flame surface reduction (destruction) should be the main mechanism leading to direct combustion noise production.

Among all mechanisms limiting the flame surface area, three types were studied in details by Candel and Poinsot ([II-47], [II-107]) using controlled experiments in simple flow configurations for premixed flames:

1. the first case involves flame-vortex interactions, then partial extinction of the flame due to large scale vortex structures convected in the outer shear layer formed between a premixed jet and the ambient atmosphere.
2. the second concerns extinction by thermal losses of a flame impinging on a cold boundary: thermal losses during unsteady flame-wall interactions may constitute an intense source of combustion noise, for example during extinctions of large coherent structures entrained by the flow and impacting on solid boundaries ([II-138], [II-171]), then flame-wall interactions;
3. the third involves mutual annihilation of neighbouring flame elements, a mechanism which is suspected to limit the amount of flame surface area in turbulent combustors.

The main objective was to prove that the noise radiated by these types of flame interactions (five different flame geometries), although diverse in nature, can mainly be attributed to the same mechanism of flame surface area destruction.

In the cases explored by Candel and Poinsot ([II-47], [II-107]), the flames were modulated by an external perturbation to allow phase average conditional analysis of the flame motion and the radiated sound field. The perturbations were produced by a loudspeaker driven by an amplifier, fed by a signal synthesizer. When coupled with a resonant acoustic mode of the burner, the pressure fluctuations were strong and robust enough to generate self sustained combustion oscillations ([II-108], [II-109], [II-110]).

The rapid rates of change of flame surface area constitute a strong source of combustion noise, a mechanism which could be the source of much of the noise radiated by turbulent flames. Events corresponding to large and fast rates of variation of the flame surface area were also identified as the main contribution to the overall radiated noise.

Flame-wall interactions, mutual annihilations of flame elements and to some extent flame-vortex interactions correspond to mechanisms limiting the flame surface area. It was shown here that these processes may induce large negative rates of change of the heat release rate \( \frac{dq}{dt} \). Values of this quantity are larger during phases of flame surface destruction than during phases of flame.
surface production, implying that flame surface dissipation is the dominant mechanism of combustion noise production in combustors operating in a continuous mode (gas turbine combustors, industrial boilers, furnaces...). This is so because extinction or dissipation of flames are usually faster than flame surface generation.

However, it is important to note that there exist also other mechanisms leading to noise production during flame stretch, collective effects and flame surface creation. In automotive engines for example, where combustion noise mainly originates from the violent ignition of the reactants introduced in the cylinder, the fast rate of production of flame surface area is the dominant mechanism.

The flame interactions were studied by Candel and Poinson ([II-47], [II-107]) in configurations open to atmospheric condition: sound is only radiated from the flame towards the farfield or eventually interacts with the upstream burner. Such interactions may also drive instabilities under resonant conditions with the upstream manifold as shown in the studies [II-47], [II-108], [II-109], [II-110], [II-172].

II.6.4 Equivalence ratio fluctuation

The influence of equivalence ratio oscillations on combustion instability has been widely recognized. Equivalence ratio oscillation is one of the major sources of heat release fluctuations, especially at lean conditions. One explanation for the susceptibility of lean premixed combustion to instabilities can be given in terms of the relationship between equivalence ratio and chemical reaction time.

The gradient of chemical reaction time with respect to equivalence ratio, $\frac{\partial \tau_{\text{chem}}}{\partial \phi}$, increases significantly as the flame gets leaner ([I-32], [II-173]). Since the chemical reaction time is inversely proportional to the reaction rate, a small variation in $\phi$ can create large fluctuations in the reaction rate at lean conditions, as compared to the stoichiometric condition. Consequently, pressure oscillations tend to grow strongly in amplitude when the fluctuations in the chemical heat release are coupled with the acoustics of the combustion system.

Acoustic waves, originating from the combustion chamber, travel upstream and modulate the fuel and air mass flows in the injectors, which in turn produce a local equivalence ratio oscillation. The resultant disturbance is convected downstream into the combustion zone, leading to pulsating heat release. A feedback loop between heat release and acoustic waves thus forms and drives oscillatory combustion.
II.6.5 Non-premixed flames and pilot flame

The sound field from non-premixed and partially premixed flames is less well characterized than that radiated by premixed flames. It is however the subject of some recent experiments (e.g. [I-4], [II-72], [II-174], [II-175]) and of many numerical calculations (e.g. [II-57], [II-72], [II-176], [II-177], [II-178]).

Applying a premixed pilot flame, the non-premixed flames are always more quiet than the comparable premixed flame, which can be explained by lower reaction density of the non-premixed flames ([I-4] § 2). In a diffusion flame, the local reaction rate is controlled by the local mixing processes instead of the overall fuel-air ratio. Thus, momentary perturbations in the fuel or air supply cannot produce an appreciable change in the reaction rate.

Theoretical analysis of nonpremixed flames is more difficult because the rate of heat release is less easily modelled in this case, and this quantity also can not be extracted from direct measurements of free radical emission.

II.6.6 Nearfield effects

A good observation point of combustion noise is in the nearfield, when the distance \( r \) between the source region and the detector is no longer large compared to the characteristic size \( L \) of the flame. Sound radiation in this region is less well documented but it is important in practical applications because the flame dimension can be quite large. Smith and Kilham in 1963 [II-62] found that for a distance \( r < 30d \), where \( d \) is the burner diameter, the acoustic intensity ceases to vary like the inverse of the distance square \( 1/r^2 \). Sound in this region is influenced by the closest noise sources. These nearfield effects are of primary importance for noise production in a confined environment. Results obtained in the farfield region can be extrapolated to some extent to the nearfield. This can be used to analyse combustion instabilities coupled by noise generation in the flame and emission.

An example is given by Noiray et al. in 2006 [II-172] where synchronized nearfield effects lead to a coherent amplification of the sound output from a distribution of identical flames.

II.6.7 Confinement effects on combustion noise

Considering that flames open to atmospheric conditions constitute relatively weak noise sources compared to enclosed flames [II-70], one may except that these flame interactions also largely contribute to broad band noise production in a confined environment. Most of the work on combustion noise has concerned radiation from unconfined flames. This case is less dependent on the geometry because sound generation is not modified by reflection from boundaries. It is also easier to examine unconfined flames with optical diagnostics. However, in many applications combustion takes place in confined environments and sound is radiated from the combustor inlet or exhaust sections. Confinement also induces interactions between the radiated wave fields and their sources. There are two general types of interactions:
The first corresponds to **weak coupling** manifested by enhancement of sound radiation by system resonances. This is characterized by the presence of **discrete peaks** in the radiated sound spectrum. A typical core noise spectrum measured in the far field of an engine has the general form of an open flame spectrum, but with a superimposed series of relatively sharp peaks corresponding to the resonant frequencies of the engine \( \text{[II-70]} \). Combustion under these conditions remains globally stable and interactions between waves and combustion noise sources are relatively weak. Pressures waves generated by the flame and reflected back towards the combustion region from the boundaries are also scattered by the flame \( \text{[II-179]} \) and the turbulent combustion region is only weakly modified by acoustic perturbations.

The second type leads to **strong coupling** in which acoustic energy fed into one of the burner eigenmodes is sufficient to destabilize the reactive flow. The flow inside the chamber evolves into a self-sustained oscillations accompanied by strong noise production inside the system \( \text{[II-75]} \) and a modification of the radiated farfield spectrum. In these strongly coupled regimes, acoustic fluctuations and large coherent eddies of the reactive flow are synchronized around the resonant frequency. Strongly coupled operation differs from weakly coupled cases in that pressures waves generated by the flame carry enough acoustic energy to modify the flow and affect the combustion process. The origin of the coupling mechanism is always associated with combustion noise radiated back towards the burner and triggering the instability \( \text{[II-47], [II-109], [II-110], [II-172]} \).

The analysis of confinement effects is conveniently carried out by expanding the pressure field on a basis of eigenmodes \( \text{[II-26], [II-47]} \). The presence of boundaries not only changes the structure of the mean flow but also influences the flame dynamics. This was demonstrated in a set of recent experiments in which the lateral confinement is varied systematically \( \text{[II-180]} \). The influence of confinement on the flame motion was examined by measuring the response for different diameters of the duct bounding the flame. It was found that when the confinement ratio is low, the time delay between the velocity signal at the burner outlet and heat release perturbations remains essentially constant indicating that the flame is weakly affected by the presence of the wall. As the confinement ratio was increased, the time delay and the gain of the flame transfer function are altered. The interaction with the wall change the dynamics of the flame tip and the flame wrinkling geometry in the vicinity of the boundary.

Whilst thermoacoustic instability has been studied extensively in premixed combustors over the last few decades, most studies have concentrated on combustors with acoustically open exits. The effect of a **choked exit nozzle** of a combustion chamber has received less attention \( \text{[II-133]} \). Choked exit nozzles allow to have controlled boundary conditions for numerical simulations. This is an important omission, given that some of those studies that have been carried out suggest that a choked exit nozzle can have a strong effect on the system stability \( \text{[II-181], [II-182], [II-183], [II-184]} \), and that most in service combustors feature a choked, or nearly choked, nozzle downstream of the combustion chamber. Such behaviour with a choked exit can perhaps be explained by Marble and Candel’s \( \text{[II-76]} \) theoretical work, which showed that a choked nozzle produces upstream travelling pressure fluctuations in response to incident acoustic pressure and convected entropy fluctuations. MacQuisten and Dowling \( \text{[II-182]} \) reported a strong low-frequency instability in their combustor...
when the exit was choked, and speculated that this was the cause. Hield and Brear [II-183] also observed a similar low-frequency instability, and showed experimentally that the conversion of incident entropy disturbances to upstream travelling sound can be significant. Zhu et al. [II-16] performed numerical simulations of a combustion chamber with a spray atomiser, and compared open and choked downstream boundary conditions. They showed that a choked nozzle downstream of the combustor leads to limit cycles that are not present with the open exit, and demonstrated the link between the convection of the entropy fluctuations generated by the flame and the cycle frequency. Although they did not give an explicit formula for the frequency, they stated that: “the period of oscillation is approximately twice the convection time through the combustor”.

II.6.8 Hysteresis

The existence of hysteresis in the dynamical behaviour of combustions is both an interesting phenomenon to investigate and a characteristic that has potentially important practical consequences [II-20]. It seems that the first evidence for hysteresis in combustors was found by Russian researchers concerned with instabilities in liquid rockets ([II-21], [II-185], [II-186], [II-187]). In that case, Natanzon and his co-workers proposed bifurcation of steady states of combustion, and the associated hysteresis, as a possible explanation for the random occurrences of combustion instabilities. The Russian workers were in a special situation affording them the opportunity to make such observations. The large Russian boosters were designed to use many (as many as thirty-three) liquid rocket engines in a single stage. Hence large numbers of nominally identical engines were manufactured and tested for operational use. Sufficient data were obtained that statistical analysis of the behaviour could be carried out. A basis therefore existed for identifying random behaviour. Recent experimental works ([II-188], [II-189], [II-190], [II-191]) have shown how active control can be used to extend the range of steady operation into the hysteretic region.

II.6.9 Combustion roar and Strouhal-type combustion noise in real burners

Putnam A.A., whose work is characterized by an interest in “real” rather than laboratory-scale burners, has made several significant contributions to the understanding of noise production by large industrial combustion systems. Putnam’s first contribution in the open literature in this field was evidently in 1968 [II-4] when he reported the results of noise measurements on a burner (the so-called “octopus” burner) consisting of eight fuel nozzles (used with natural gas diffusion-flame) directed from the corners of a cube toward the center. He found acoustic activity in two frequency ranges: a high-frequency range (∼10^4 Hz) which he interpreted as representing simple amplification of the jet noise, and a low frequency range (100-500 Hz) representing direct combustion noise. The thermo-acoustic efficiency of this burner varied with firing rate (fuel flow rate), nozzle diameter and spacing, and degree of convergence of the nozzles toward a common center over a range from about 10^3 to about 10^7, which is comparable to values obtained by other investigators. Although he does not give an expression, Putnam claims a satisfactory correlation of these data based on an assumption of monopole-type sources.
Putnam returns to the problem of “combustion roar” in turbulent diffusion flames in a 1970 paper with Giammar [II-5]. “Combustion roar” is the generic term, generally attributed to Putnam [II-6], for noise generation by turbulent flames in the absence of combustion-driven oscillations.

Two specific areas of combustion noise are discussed in references [II-7] and [II-71]:

1. **Combustion roar**, in the absence of acoustic distortion effects, shows a broad spectrum and it is characterized by a smooth noise spectrum related to the reacting chemistry of the flame and the turbulence level of the combustion region. Putnam states that the mechanism for combustion roar in the turbulent flame is “the movement of the flame front ..., as the volume of the gas increases on passing through (the) flame front”, but that the specific details which would permit prediction of combustion roar are still unknown.

2. **Combustion-driven oscillations** are characterized by a discrete frequency and a feedback cycle to maintain the oscillation. Pulse combustion is the name of positive application of combustion-driven oscillations.

In addition, some other direct combustion noise phenomena are possible, such as the interaction with vortex shedding and the combustion amplification of periodic flow phenomena (Strouhal-type combustion noise).

This is a useful classification system because it helps the researcher focus his efforts on a given aspect of combustion noise generation. Putnam points out that two or more of these combustion noise mechanisms can and generally do coexist in a given situation, thus making it difficult to isolate one from the other experimentally. This is particularly true of combustion roar and Strouhal-type combustion noise, the latter correlating with characteristic length and velocity scales of the burner. Both lead to a rather smooth noise spectrum with a single broad peak in the same (low) frequency range, and are thus hard to separate. This probably partly explains why some investigators ([II-62], [II-192], [II-193], [II-194], [II-195]) favour a Strouhal number correlation for the peak frequency of combustion noise, while others ([II-5], [II-128], [II-196], [II-197]) insist that the peak frequency depends chiefly on the fuel reactivity.

It was given an experimental demonstration that the peak frequency of acoustic emission from premixed flames scales with the Strouhal number [II-195]. This not only lends some insight on the frequency scaling of the spectrum, but also gives us an insight on the major parameters affecting the OASPL. This has led to a simplified scaling expression for the OASPL of combustion noise.

The critical review of the literature by Giammar and Putnam [II-5] was presented aimed at clarifying the question of whether the noise reported by earlier investigators is independently produced combustion noise or merely frequency selective amplification of turbulence already present in the cold jet. They left largely unanswered the question of whether combustion noise is independently produced or merely the amplification of pre-existing turbulence in the fuel jet. They pointed out, as will others, that the noise spectra of all hydrocarbon-fuel burners peak in the 300 to 600 Hz frequency range, suggesting that the peak frequency may be chemically controlled.

They also reported results from their own experimental study of two industrial natural gas diffusion-flame burners: a coaxial impinging jet burner and the so-called “octopus” [II-4]. Results indicate that jet noise (high frequency range) is amplified on the order of 20 dB when the impinging fuel jets are ignited. For the combustion noise from the impinging coaxial jet burner, the Strouhal number based on the spacing between the fuel nozzles and the peak frequency is constant at about 0.24.
In 1976 Putnam [II-6] provides more data from a wide variety of gas fired industrial burners which tend to lend further support to the hypothesis that combustion roar is the result of a turbulence driven monopole-type source mechanism. He reports that for seven practical burners of widely differing design (including four nozzle mix burners and three premix burners) whose rated firing rates range from 400,000 Btu/h (≈ 117 kW) to 750,000 Btu/h (≈ 220 kW), the thermo-acoustic efficiency varies as the 1.8 to 2.0 power of firing rate. This is in excellent agreement with simple theory based on the hypothesis that the sources are acoustic monopoles created by the turbulent mixing of unburned mixture with the hot products of combustion, which predicts an exponent of 2.0. He explains the deviation from this law, which occurs when the burners are operated above their rated firing rates, in terms of “super-turbulence”, defined as combustion induced turbulence related to incipient blow-off.

Noting that the thrust of a burner should also vary as the square of the firing rate, Putnam postulates that the thermo-acoustic efficiency should be related to thrust. He finds that in general the ratio of thermo-acoustic efficiency to the thrust per unit area (made nondimensional by the ambient pressure) for a given burner is independent of firing rate but varies widely from burner to burner. This observation tends to verify the intuitively pleasing idea that the thermo-acoustic efficiency must be intimately related to other burner performance parameters.

In 1973 Roberts and Leventhall [II-198] offer compelling evidence that the predominant noise generating mechanism in open turbulent premixed flames is the turbulent velocity fluctuation at the flame front rather than the entrainment and subsequent combustion of individual turbulent eddies, or “cells”, of mixture as they penetrate into the combustion zone.

II.6.10 Nonlinear mechanisms and limit cycle in combustion instabilities

The term thermoacoustic instability is somehow misleading, because it is normally used to describe the state of a combustion system that, due to a constructive feedback-interference of heat release and acoustics, exhibits high amplitude oscillations of both, whose amplitudes actually are determined by a stable limit-cycle.

In case of destructive interference or losses across the system boundaries that exceed the net gain of acoustic energy, the system is in a stable fixed point. Small fluctuations around this stable stationary state can be described by a linear system. Consider now the case for which a system parameter, for example, power or equivalence ratio, is changed as such that a positive thermoacoustic feedback is established and the net gain is larger than the losses. Through this, the fixed point is not stable anymore and infinitely small perturbations cause the system to become linearly unstable. Therefore, it is shifted from its initially stable equilibrium state with low-amplitude oscillations to one with a stable limit-cycle exhibiting high amplitude coherent oscillations. Literally, the combustion system is only linearly unstable during the onset of the instability, which causes an exponential growth of the pressure and heat release oscillations. From a mathematical point of view, an unstable linear system would grow infinitely in time. However, in all practical cases, the amplitude will somehow be saturated by non-linear effects, which, at a certain amplitude, balance the production terms. This is a stable limit-cycle exhibiting high amplitude oscillations.

Nonlinear features are abundant in a combustion process. The most dominant of these is a limit cycle behaviour that is exhibited by almost all the variables in the process, including pressure, velocity, and heat release. The typical dynamic response of any of these variables consists of a
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A divergent set of oscillations that transition to a sustained periodic signal, which is almost sinusoidal in nature. Several speculations have been made regarding mechanisms responsible for such a behaviour. Nonlinearities in the heat-release dynamics have been noted in several works ([II-134], [II-190], [II-199], [II-200], [II-201], [II-202]), whereas nonlinearities in acoustics are claimed to be responsible for these limit cycles in [II-22], [II-203], [II-204].

The presence of limit cycles suggests the obvious presence of bifurcations. A key parameter that appears to induce these bifurcations is the mean equivalence ratio (\(\Phi\)). Two distinct ranges of \(\Phi\) appear to be of interest, depending on the application:

1. in *ramjet engines* and *afterburners*, instability appears to result close to *stoichiometry*, which is then followed by a *Hopf bifurcation*.

2. in *gas turbine engines* with *strict emission requirements*, as one attempts to burn lean, a *“blow-out” limit* is reached that once again is accompanied by these bifurcations.

In many of these cases, more than one limit cycle is encountered [II-190], suggesting the presence of both sub- and supercritical bifurcations.

In [II-189], keeping other parameters constant as \(\Phi\) is increased steadily and then decreased, the behaviour at the same value changes from instability to stability, and a drastic change in the flame structure is observed at some of these instances. In [II-189] and [II-205], it is shown that once such a mechanism is present, appropriate use of it can be made in designing *active control strategies* to reduce the amplitude of oscillations.

The *nonlinear behaviour of flames* is often evoked in combustion instability analysis, its experimental consequences are well documented in a variety of laminar or turbulent flame configurations but the standard interpretation is usually based on *linear stability theory* in which one calculates the growth rate of infinitesimally small perturbations: it is important to recognize that Rayleigh and Chu criteria (see paragraph III.7) are all linear and strictly valid only during the linear growth phase [II-86].

In most cases however, experiments are carried out on systems executing a *limit cycle* at a finite amplitude level. There is clearly a gap between theoretical results and experimental data despite the fairly large number of analytical studies which try to fill this gap and propose nonlinear descriptions of combustion dynamics (e.g. [II-202], [II-204], [II-206], [II-207]).

Among the various theoretical methods, one may distinguish two general classes:

1. The first which relies on a *Galerkin projection on the modes of the system* has been extensively used to investigate nonlinear acoustics as the mechanism responsible for amplitude saturation (e.g. [II-204], [II-206]).

2. In the second class one finds a large set of models which infer that combustion is the central nonlinearity and constitutes the key element governing the system dynamics and setting limit cycle parameters (e.g. [II-52], [II-134], [II-208], [II-209]).

The Fig. II-10 shows a typical time evolution of pressure oscillations in a combustor where an instability is triggered at \(t=0\). It is possible to recognize three different zones:

a) First, *linear oscillations* appear. If \(R_1 > R_f\) (e.g., see Extended Rayleigh’s Criterion) their amplitude grows exponentially, however amplitudes do not grow indefinitely.

b) Quite often an *overshoot period* where \(R_1 < R_f\) is observed during which the amplitude of pulsation is larger than the following limit cycle amplitude.

c) If the combustor does not explode or blow-off at the end of the linear zone and the exponential growth, a *limit-cycle* is reached (as is most often the case in experiments) in which non-linear effects are essential. The amplitude of this period regime is constant,
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therefore \( R_1 = F_1 \). This can be due to an increase of the acoustic losses (increased \( F_1 \)) or to a phase change between unsteady pressure and heat release (decreased \( R_1 \)).

A system (or a system state) may be called stable against a perturbation, if some time after the perturbation is imposed, the initial system state is re-established. It follows quite naturally from this definition that in order to investigate the stability properties of a system, one must determinate the response of the system to perturbations.

Often it is fairly easy to compute the response to perturbations with infinitesimally small amplitudes. In this case the governing equations may be simplified by neglecting the so-called non-linear terms, i.e. terms which are higher order in perturbation amplitudes. A system is accordingly called linearly stable, if it returns to its initial state after a slight perturbation. Note that it is not specified what kind of perturbation is imposed, except that the amplitude be small in some sense.

In linearly unstable systems a dominant or most unstable mode, i.e. a distant pattern of vibration with a particular frequency \( f \), develops in the very early stages of the instability. Significant growth of amplitudes is associated with linear instability, correspondingly the departure from exponential growth is due to non-linear terms, i.e. those terms of higher order in oscillation amplitudes, which were neglected in the linearized analysis. Exponential growth of the form \( A_0 e^{\alpha t} \), where \( A_0 \) is the amplitude of the initial small disturbance, is characteristic of the initial stage (linear behaviour) of an instability in a self-excited system [II-20].

During the non-linear phase of evolution of instability, the frequency spectrum typically shows more than one peak, often a dominant peak at the frequency \( f \) and lower-amplitude, but still rather distinct peaks at integer multiples \( n f \) of fundamental frequency (harmonics).

The scenario of linear instability \( \rightarrow \) growth of dominant mode \( \rightarrow \) non-linear saturation \( \rightarrow \) limit cycle is a well established paradigm in instability theory ([II-210], [II-211]).
Many combustion systems, while not exhibiting a strong thermo-acoustic instability, show significant fluctuation levels (of pressure, velocity, heat release rate) over a band of frequencies (often in the vicinities of combustor eigenfrequencies). Such a state should perhaps not be described as the limit cycle of an instability, but rather as resonant amplification of combustion noise by the combustion chamber.

For practical applications, it is desirable to know how the amplitude of the limit cycle depends on the parameters characterizing the system. That information may serve as the basis for changing the characteristics to reduce the amplitude, the goal in practice being zero.

II.6.11 Acoustic modal analysis of a full-scale annular combustor in propulsion engine

Combustion instabilities in combustion chambers for propulsion systems were discovered in the late 1930s as anomalies in firings of solid and liquid rockets [II-20]. During World War II, experience gradually suggested that certain problems encountered in development and actual use of solid rockets were especially associated with pressure oscillations having relatively high frequencies ranging from a few hundred to several thousand Hertz. Associated problems were structural vibrations; greatly increased surface heat transfer rates; sometimes impaired performance; and, in extreme cases, failure of the combustion system and destruction of vehicles. By the 1950s, forms of combustion instabilities had been identified in all types of rockets, gas turbines, thrust augmenters and ramjets. Although the problem had been encountered in ramjet engines in the 1950s, it became a matter of greater concern in the late 1970s and 1980s. The problem continues to the present time and will always be found in combustion systems, particularly those intended to provide high performance. Eliminating instabilities therefore becomes an important task in a development program.

Mainly three characteristics of a system influence its dynamical behaviour:
1. the physical state in which reactants are introduced (solid, liquid, gas);
2. the geometry of the system;
3. the specific mechanism causing the instabilities to occur.

Instabilities have significantly hindered the development of various liquid-fueled rockets. Notable were the instabilities encountered during the development of the F-1 engine that powered Saturn rockets (1965), which were used in the first manned mission to the moon (July 16, 1969). The F-1 encountered instabilities with amplitudes up to 100% of the mean combustor pressure (i.e., more than 2000 psi=138 bar) with frequencies in the 200-500 Hz range. These instabilities caused significant damage to the combustor, and their elimination required a costly trial and error, development program that included ~ 2000 full-scale tests (of a total of 3200). One of the solutions developed involved welding a system of baffles to the injector face. These baffles prevented the excitation of the transverse acoustic oscillations that could be driven by the combustion process near the injector face.

Combustion instabilities have also been encountered in numerous solid-propellant rockets, including the Space Shuttle solid-propellant rocket boosters. Combustion instabilities in ramjet-powered missiles have also been problematic because they cause thrust oscillations and shock-system oscillations in the inlet diffuser, which lead to a reduced stability margin of the inlet flow [II-20].
In the early 1980s, some illuminating experimental combustion noise measurements were conducted by Karchmer [II-15], and Krejsa and Karchmer [II-212]. Resonances in a combustor (e.g. combustor of propulsion engine, [II-15]; [II-19]) and tailpipe ([II-19], [II-212]) can play an important role in determining the amplitudes and frequencies of peaks observed in far field combustion noise measurements.

In Schuster et al. [II-19] an array of internal and external sensors was used to collect data to support the investigation of combustor noise source generation, modulation, and radiation. The primary objectives of the test were to conduct modal measurements (circumferential) of the acoustic field inside the combustor, to conduct modal measurements (longitudinal) of the acoustic field inside the tailpipe, to measure radiated exhaust noise with a farfield microphone array, and to apply multiple microphone techniques for discrimination of the combustor and jet noise sources. Analysis of the test data yielded a number of interesting results concerning the relationship between the internal and far field spectra, confirming and extending the previous test results of Karchmer and Krejsa ([II-15], [II-212]).

Simultaneous internal and external noise measurements were conducted on a Honeywell RE220 APU. The measurements enabled a number of features of combustion noise to be investigated. Modal decomposition of the internal combustion noise spectra shows that the spectral peaks correlate with the cut on frequencies of annular duct modes. Comparisons of internal and external peaks show that the far field noise appears to be dominated by tailpipe resonances.

- Substantial peaks are evident in the spectra of combustor internal measurements. The peaks shift to higher frequencies as the operating temperature increases. This behaviour is suggestive of combustor resonances, where the resonant frequencies are proportional to the sound speed, assuming that the geometric length scale is constant. The peaks of internal combustor spectra were seen to be essentially invariant to the tailpipe length: the peaks are not dominant in the far field and they appear largely unaffected by tailpipe length.

- In tailpipe measurements it appears that most of the far field spectral peaks correlate strongly with the tailpipe spectral peaks. Most of the spectral peaks in the tailpipe data appeared to shift to higher frequencies as the tailpipe temperature increases, and appear to shift to lower frequencies as the tailpipe length increases. The wave resonances in the tailpipe govern most of the peaks observed in the far field.

Combustion noise in the far field measurements was generally considered to peak at 60 degrees relative to the jet axis.

An impressive overview on unsteady motions in combustion chambers for propulsion systems was written by Culick in 2006 [II-20] and by Dranovsky in 2007 [II-21]. Almost all solid rockets exhibit instabilities, at least during development, and occasionally motors are approved even with low levels of oscillations. Actual failure of a motor itself is rare in operations, but vibrations of the supporting structure and of the payload must always be considered. To accept the presence of weak instabilities in an operational system one must have sufficient understanding and confidence that the amplitudes will not unexpectedly grow to unacceptable levels.
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III. Control strategies: passive and active control

We generally wish to eliminate instabilities in combustion systems. Traditionally that has meant designing systems so that small disturbances are stable, or adding some form of energy dissipation to compensate the energy gained from the combustion processes, that is, \textit{passive control}. However, in the past few years interest has grown in the possibility of \textit{active control} of instabilities.

Various acoustic-control strategies are applied to deal with the unacceptable levels of dynamics. The conventional approach to this problem is mostly based on empirical correlations and design experience. However, the application of these strategies is a largely empirical process with little assurance of success.

Methods for controlling combustion dynamics in practical gas-turbine combustors fall into two categories: passive and active control.

1. \textit{Passive control} solutions act either on the combustor (by changing resonant frequency or adding damping) or on the unsteady heat release (by changing the response of the flame to acoustic pressure fluctuations).

2. \textit{Active control} solutions use feedback control to attenuate the instabilities and have typically employed unsteady-pressure sensors and high-speed fuel flow rate actuation.

Both types of control require an understanding of the root-case physics behind the thermoacoustic-coupling process. Whereas passive-solution techniques are somewhat mature, active-instability-control techniques are still immature.

III.1 Passive control

A suitably design and well-located \textit{pressure-wave attenuator} clearly can significantly reduce the strength of feedback coupling for most if not all feedback mechanisms that can lead to combustion instabilities. Despite the great care taken to remove fuel-air ratio oscillations from the premixers, industry manufacturers included several pressure-wave attenuators as part of the combustor structure.

III.1.1 Methods to improve combustion stability

Passive control approaches are typically a part of the hardware design or operating envelope, so they include ([II-34] § 17):

1) \textbf{Modifying the dynamic response of the feed system}

Unsteady aerodynamics can produce a variation in heat-release caused by changes in flame area or vortex shedding/merging. These flame dynamics can occur without any perturbations in fuel-air ratio. Making passive adjustments to the feed-system dynamics, it is possible to produce stability at selected conditions by controlling the arrival of fuel-air perturbations ([II-142], [II-146]).
a) **Design changes to the fuel-air mixing device** have been shown to have significant impact on combustion-dynamics behaviour ([I-22],[III-1]). Care is taken usually to immerse *resonators within the combustor case plenum* upstream of the burners. This position ensure that the air temperature within the resonators is unaffected by ambient conditions around the engine. Furthermore, all resonators are directly connected to the flame tube, that is, they are located as close as possible to the combustion zone itself. A significant number of frequencies are covered by means of several resonating cavities, all naturally integrated within the combustor architecture. 

Main design modifications affect the burner design and hence the flame response. The location of heat release is mainly aerodynamically determined by the size of recirculation zones. Then, other examples of design changes are the changing burner exit, burner diameter, swirl number, then recirculation zone and flame front position. The motivation for burner-design modifications is that the flame response plays an important role as the thermoacoustic source and the burner is the part that can be replaced most easily in an existing design.

b) **Aerodynamic device**

One of the mechanisms that can lead to combustor pressure oscillations is an upstream-velocity fluctuation convected from the plenum, through the premixer, and then the combustion zone. Potential sources of plenum-velocity fluctuations are the turbulent-flow structure surrounding the combustor. Large-scale eddies convected to the premixers can cause significant velocity fluctuations, which disturb the combustion process.

These device are located upstream of the premixers. Some of the configurations tested included a number of reticulated materials, such as perforated plates, honeycomb and metal foams, all of which are tested for various thickness, porosity and pressure-loss characteristics. Note that the pressure loss introduced by the aerodynamic damping device is typically very low, less than 0.2%.

The premixers and, hence, the flame experience a reduced level of velocity fluctuation, resulting in a quieter combustion process.

2) **Changing the average convective time-lag and increasing the time-lag distribution by introducing multiple time-lags**

The perturbations are transported downstream to the flame with a convection time lag $\tau$. The time $\tau$ is an average representation of the time from fuel injection to the time of combustion. It depends on the flame location and the flame shape. In practical systems, neither flame location nor flame shape is easily measured experimentally or predicted ([I-22], [I-23], [I-24], [II-30], [II-149], [III-1]). Additional time lags may characterize the combustion process (e.g., the time need to burn the reactants) and could be included in an overall time lag.

An example of changing the average convective lag is obtained by a modular premixer design that allows the position of fuel injection to be changed from three position, or simultaneously from two of the three positions ([I-23], [II-30]).
Usually a single (i.e. average) value for the convective time lag is used. In practice, however, a distribution of time lags will be produced by various mechanism (i.e., turbulent diffusion, flame location, flame shape, etc.). This time-lag distribution can also be changed by the design of the supply system (i.e., multiple fuel-injection locations, adjusting flow splits and multiple injectors with different fuel-injection locations) ([I-23], [I-32], [II-34] § 4, [II-211], [III-2], [III-3], [III-4]).

Both fuel-injection points produce richer and leaner packets of fuel-air mixture in response to variations in the premix airflow. However, only one of these packets can produce heat-release rate perturbations that are in phase with the pressure perturbations; the other packet may be arranged to produce perturbations that are out of phase with the acoustic pressure. The out-phase perturbations add a considerable amount of damping to the systems.

An interesting practical application of the multiple time-lag concept has been demonstrated by Berenbrink and Hoffmann [III-3]. These authors recognized that the time lags can be adjusted on the individual fuel injectors so that the combined combustion response is more stable. This approach has an advantage compared with placing multiple fuel ports in a single injector, because it is easier to optimize the mixing from a single fuel port.

In addition, a slightly different approach using asymmetric burners [III-3] has also produced comparable stabilization. The asymmetric burner concept simply placed different fuel injectors at different angles relative to the combustor flow axis. The resulting asymmetry in the flame shape prevents uniform coupling to the acoustics and also has the effect of shifting the flame position on different oriented injectors. The net effect is again a distribution of time lags among the different injectors.

3) Changing the flame location: flame-geometry and flame anchoring effects

Another consideration that has an impact on the time-lag distribution is the geometry of the flame. This effect can be understood by noting that the arrival of fuel-air perturbations is distributed over the surface of what is typically a conical-flame geometry. The conical geometry means that the delivery of a fuel perturbation will produce a combustion response that is distributed over the surface of the flame and subsequently over a range of time-lags. Flame anchoring, which establishes the instantaneous location of the flame, is another important consideration for reducing the flame dynamics.

The addition of a pilot flame is a common approach to reducing flame dynamics and for the stabilization of flame, but the stabilizing mechanism is often uncertain. Different authors ([I-4] § 2, [II-5], [III-6]) attribute pilot-enhanced stability to an improvement in flame anchoring, but there are additional reasons why pilot flames may improve stability. The pilot flame is typically operated as a diffusion flame or partially premixed, and it may have a lower dynamic response than a purely premixed flame. In a diffusion flame, the local reaction rate is controlled by the local mixing processes instead of the overall fuel-air ratio. Thus, momentary perturbations in the fuel or air supply cannot produce an appreciable change in the reaction rate. Control by local mixing processes reduces the likelihood of oscillations in diffusion flames and may explain why diffusion pilots can be used to silence oscillations. Although more work is needed to understand the stabilizing effect of pilot flames, diffusion-pilot flames are undesirable, because they contribute significantly to NOx emissions.
An original instability control technique acting on thermo-acoustic combustion instabilities appearing in an experimental lean premixed burner is the control by local swirling injection of a high heating value fuel, like hydrogen [III-7]: it consists in a local injection of a more energetic fuel in an unstable lean premixed hydrocarbon/air flame. Several diagnostic techniques have been used to characterize the burner behaviour and to evaluate the effects of hydrogen injection on both combustion instabilities and pollutant emissions. It was shown that hydrogen injection induces a significant decrease of the amplitude of pressure oscillations while the heat release oscillations remain at the same level. It had been shown that the hydrogen injection has no negative effects on NO emission but induces a strong increase of CO emission.

### III.1.2 Acoustic dampers

Although acoustic dampers are commonly used to stabilize rocket and afterburner applications, less emphasis has been given to the use of acoustic dampers in gas-turbine applications. In stationary engines, the disparity of damper use may be related to the relatively low frequencies encountered in most turbine applications (hundred of Hertz) vs those typically encountered in rocket engines (kilohertz range). The lower frequencies require physically larger dampers, which complicates engine packaging, and may be a potential drawback. Nevertheless, dampers should not be overlooked in a strategy to stabilize combustion.

The simplest damper of all is a hole, releasing acoustic energy from the combustion chamber that would otherwise return to the feedback loop. The efficacy of this method is well known to practicing combustion engineers. Putnam ([II-3], [II-34] § 17) noted the following advice for practitioners faced with stubborn oscillation problems in industrial burners: “To solve an oscillating combustion problem, drill a hole. If that doesn’t work, drill two holes”. Although this anecdote is a humorous, it represents genuine experience that reducing the acoustic gain can stabilize oscillating systems. Conversely, eliminating holes can lead to combustion instabilities. Modern premixed combustors are designed specifically to avoid dilution holes, removing a source of acoustic damping. The avoidance of holes is yet another reason why premixed combustors tend to have problems with dynamics. Earlier diffusion flame combustors used numerous dilution holes around the perimeter of the liner, providing a source of acoustic damping that is absent in premixed combustors.

Although drilling holes may be an acceptable control strategy in industrial burners, it is not an option for gas-turbine combustors in which flow splits must be accurately controlled to meet performance targets. Alternatively, closed resonators could be used to absorb acoustic energy. Because the resonators are closed, they do not compromise the designed flow splits.

Then, other typical passive controls are Helmholtz resonators ([II-159], [III-8], [III-9], [III-10], [III-11]) or quarter-wave tubes [III-12], and serve as damping devices in the oscillating system. The incident and reflected acoustic waves in the diffuser cavity are significantly altered to the extent that certain discrete oscillations are attenuated and therefore become less destructive to the combustor. When pressure oscillations occur, flow enters and exits the resonator mouth. The energy dissipated at the entrance-exit provides damping to the system. The greatest losses are generated by tuning the resonator so that the natural frequency (e.g., $f_0=f_{\text{Helmholtz}}$) is close to the frequency that is to be damped in the combustor.
These devices have demonstrated successful suppression of acoustics in gas-turbine combustors. A disadvantage of these devices is that they only operate over a limited frequency range, thus requiring empirical selection on the number and configuration of the devices. The development of a pressure-wave attenuator requires some knowledge about the acoustic mode being excited. The frequency of the mode affects the sizing of the attenuator (larger dimensions give lower frequencies), whereas the mode shape determines the optimal location of the attenuator. Selecting the position and number of resonators is an important consideration. It does little good to place the resonator at an acoustic node. Resonators added at these node positions will not provide damping, because there is no acoustic pressure to drive the oscillator. Attempts to position resonators at the pressure antinodes may be frustrated by a repositioning of the node to the new resonator location.

It is sometimes overlooked that dampers themselves participate in the overall acoustic response of the combustion chamber. When dampers with sufficient mouth area represent a considerable portion of the combustor volume, their presence can lead to a change in the natural frequency of the entire combustion system, and they may actually destabilize an otherwise stable system [III-10].

The devices are installed additionally and inevitably to suppress undesirable acoustic oscillations if they should be. And thus, negative effects of engine-performance degradation and complexity in engine manufacture accompany the installation of these devices. Although the origin of the phenomenon remains unclear, high-frequency dynamics can be well damped by resonators.

### III.1.2.1 Helmholtz resonators

With Helmholtz resonators (e.g., Fig. II-9 and Fig. III-1), a cavity is acoustically connected to the inside of the combustion chamber by an orifice. The eigenfrequency of a typical Helmholtz resonator configuration is given by:

$$f_{\text{Helmholtz}} = \frac{c}{2\pi} \sqrt{\frac{S_{\text{neck}}}{V(L + \Delta L)}}$$

where

$$S_{\text{neck}} = \pi \frac{D_{\text{tube}}^2}{4}$$ is the area of the orifice of the Helmholtz resonator

$$\Delta L = 0.85 D_{\text{tube}} = 1.7 R_{\text{tube}}$$

The eigenfrequency is determined by the ratio of the area ($S_{\text{neck}}$) of the orifice of the resonator tube and resonator volume $V$ times the length of the resonator tube $L$. $\Delta L$ expresses the elongation of the resonator tube to take into account radiation effects. $\Delta L$ is computed approximately as 0.85 diameter of tube $D_{\text{tube}}$ (=1.7 radius of tube $R_{\text{tube}}$). The speed of sound is denoted by $c$.

It has been shown that appreciable attenuation can be achieved if the volume of the resonator ($V$) is approximately 7% of the combustion volume [III-10]. The area of the orifice of the Helmholtz resonator ($S_{\text{neck}}$) is usually chosen about 10% of the combustor cross section.

To increase the damping performance of high-frequency resonators, the acoustic-absorption area of the resonators has to be high.
Placing of the resonators is critical to their overall performance. The resonators should be placed near pressure antinodes, which can be measured or predicted by using three-dimensional CFD techniques. A good starting point is to place the resonators at the axial location of maximum heat release because the flame is the source of the acoustic energy. However, in some cases, this may not be possible because of geometrical constraints. Helmholtz resonators may also be used for suppressing intermediate-frequency dynamics.

Fig. III-1: Helmholtz resonators mounted in the Siemens annular combustor rig ([I-32], [II-34] § 5).

### III.1.2.2 Quarter-wave tubes

In the quarter-wave design, the natural frequency can only be established by the length:

\[ f_{Quarter\text{-}wave\text{tube}} = \frac{1}{4} \frac{c}{L} \]

Others works ([III-13], [III-14], [III-15]) suggest that the optimal length of the resonator be a half wavelength of the first longitudinal overtone mode traveling in the resonator with the acoustic frequency intended for damping in a combustion chamber of a liquid rocket engine. A half-wave resonator was suggested for maximum damping through linear acoustic analysis.
III.2 Active control

Active control offers the potential to readjust the combustion dynamics to accommodate problems like changing ambient conditions, fuel composition, or engine wear. Although active control concepts have significant potential and may become a preferred stabilization strategy in the future, at the present time most engine developers are using passive methods to stabilize combustion.

There are two active control methods:

1) **Active combustion control (ACC)** or **automatic tuning systems** use low-bandwidth control (<30 Hz, e.g. industrial fuel-control valves) to make adjustments to the mean operating conditions (airflow, fuel flow, and fuel distribution).

2) **Active instability control (AIC)** systems achieve stability by perturbating the combustion process at or near the frequency of the combustion instability (normally 100-200 Hz).

Both the low-bandwidth and high-bandwidth control approaches require reliable real-time measurement of the combustion-process oscillations. Dynamic pressure transducers or accelerometers are typically used in industrial applications.

**Active combustion control (ACC)**, which provides feedback-based control of the fuel injection, the fuel-air mixing process, and the staging of fuel sources can provide an alternative approach to achieving acceptable combustor dynamic behaviour, and thus can provide flexibility during the combustor design process.

The basic idea to suppress combustion oscillations by an active feedback loop was published in a theoretical paper on rocket engines by Tsien as early as 1952 [III-16]. However, it took until the eighties to convert this idea into a practical device. Various authors described successful tests based on laboratory scaled burners with a thermal power of between 1 kW and 250 kW ([III-17], [III-18], [III-19]). For all these publications, attenuation of combustion oscillations is achieved by anti-sound signals generated via loudspeakers. In addition to this method, other types of intervention and control strategies were researched for various combustion systems; however, all tests were performed at lab scales ([I-32], [III-20], [III-21], [III-22], [III-23], [III-24], [III-25], [III-26], [III-27], [III-28]). The first industrial-size application of Active Instability Control (AIC) was realised by Seume et al. ([II-10], [III-29]) in 1997 in the test facility of Siemens on the V84.3A based on a land-based gas turbine delivering 160 MW of electrical power. For this full-scale industrial gas turbine, active control was achieved by means of anti-cyclical fuel injection, with direct drive valves serving as actuators. This technique was then also extended to the largest type of this family of gas turbines, the V94.3A with an electric power output of 267 MW ([II-34] § 19, [III-30], [III-31], [III-32]). For the largest version of gas turbine type Vx4.3A, that is V94.3A, the eigenmode is excited at a frequency of approximating 170 Hz [III-32].

Although significant suppression of combustion dynamics has been demonstrated in several subscale laboratory combustors, several barriers to implementation in full-scale gas-turbine combustors still exist. First, the geometry of an annular combustor is far more complex than that of a simple “can”-type laboratory combustor. The control algorithms for controlling the complex acoustic mode structures in an annular combustor still need to be developed and proven. Also, the reliability and durability of the sensors, control systems and actuators need to be comparable to those of the gas turbine itself to avoid causing unscheduled maintenance events.

The active-control system consisted of three parts (Fig. III-2): a sensor, a control algorithm and an actuator.
Note that important differences exist between behaviour observed in small laboratory combustion-control experiments and full-scale industrial combustors. Laboratory combustors typically have no liner and thus have lower damping than industrial combustors. At the same time, laboratory combustors may have lower turbulence levels than larger, more complex devices.

According to the mechanism generating self-excited combustion oscillations there are two basic possibilities for active control of combustion instabilities via actuators: by influencing the combustion system acoustics or by controlling the flame itself.

a) For actively intervening via acoustical means, sound pressure fluctuations within the combustion chamber are damped by means of an anti-sound signal. Owing to the direct coupling between sound pressure fluctuation and related oscillations of the heat release rate within the flame, the combustion zone itself will likewise be smoothed out.

For combustion systems operating under pressure or characterised by high volume flow rates, the acoustic power that can be generated by loudspeakers is insufficient to appropriately
damp any self-excited sound field. Moreover, there will be problems with installing this type of actuator. For instance, loudspeakers have to be built in as flush as possible with the chamber walls in order to guarantee good sound emission. In view of the high wall temperatures characterising combustion systems, doing so is normally impractical. Installing acoustic actuators within the air/fuel supply system likewise creates practical problems if mass flows are pre-heated or flammable.

b) By contrast, when actively controlling via the flame, fluctuations of the heat release rate are attenuated by anti-cyclically injecting air and/or fuel mass flows. Compared to acoustics, influencing the flows introduced into combustion systems offers a better control potential. Fuel supplies are normally particularly suitable because, in industrial combustion systems, volume flow rates of fuel are often substantially lower than those of air. This is particularly true for gaseous fuels supplied under high pressure, for highly caloric gaseous fuels, or when burning liquid fuels.

In general no more than 3-4% of additional fuel will be required to control combustion oscillations ([II-34] § 19, [III-21], [III-25], [III-32])

Active controls take multiple forms, the most common being modulation of the fuel flow with a frequency and phase relationship designed to destructively interact with the combustion-dynamic oscillation. This modulation can take the form of the main fuel flow ([III-33], [III-34]), or a smaller secondary fuel-injection site [III-35], possibly intended to act more directly on regions in which the Rayleigh index is largest.

An good overview on active control system in combustion chambers was written by Dowling in 2005 [III-26] and by Huang in [I-32].

III.2.1 Sensors and diagnostic techniques for the monitoring and control of practical flames

The development of diagnostic methods suitable for the monitoring of practical flames is an important objective, which is receiving a growing attention and significant research efforts. This is motivated by the need to achieve a more precise description of the process and, ultimately, implement efficient and reliable control and optimisation methods as a key step towards the development of more efficient, flexible, reliable and clean combustion systems. Many and interesting attempts have been proposed, involving widely different approaches in terms of the instrumentation utilized and the concepts proposed to convert sensorial information into various meaningful parameters [III-36].

Basically, every parameter that is part of the oscillation at issue can be used as input signal for an active feedback control. In practice, however, only those will be used that can be measured easily by suitable sensors, i.e. mainly sound pressure and heat release rate of the flame. Sound pressure can be measured very easily, e.g. by microphones or piezo pressure transducers, while photomultipliers or photodiodes are particularly useful to measure the unsteady heat release rate of the flame. In order to obtain a resolution sufficient for the time scales of the oscillations, the emissions of short-lived intermediate reaction products are measured, such as the formation of free OH radicals.

Active Instability Control (AIC) sensors have to be positioned in spots where the parameter to be measured correlates sufficiently with combustion oscillations and is reasonably proportional. Optical sensors to measure heat release rates for the AIC must cover no less than that area of the
combustion zone where fluctuations of the reaction rate occur, the entire combustion zone being preferable. If only a small portion of the combustion zone is covered, any displacement of this zone may blind the sensor to prevailing oscillations. A further problem with optical sensors is fouling, e.g. by soot.

Sensors must provide measurement of a dynamic quantity related to the combustion oscillations. Although this is a relatively straightforward task for an unstable system, it is more difficult for low-amplitude controlled oscillations.

The possibilities for permanent optimization of combustion equipment are currently very limited. The monitoring and control of most practical burners is based, apart from the mandatory flame management system, on the analysis of flue gases. This suffices to achieve the desired excess air or to check the levels of undesirable emissions (e.g., CO, NOx, particulates).

Conventional instruments are customarily used to measure global variables such as input flow rates and flue gas composition (e.g., O2, CO, NOx, SO2), but they afford a very limited description of the process taking place inside the combustion chamber. A precise diagnostic would require much richer information on the properties of the flame, as the core of the combustion process. This is even more evident in multi-burner combustors, where the behaviour of individual flames can be very different from that estimated from global values.

However, the information provided by the gas analysers constitutes a highly incomplete description of the combustion process and is clearly insufficient to act on the burner settings in an effective and safe way.

The development of flame monitoring techniques suitable for practical applications appears as an important prerequisite for the design of ambitious supervision and control strategies of combustion equipment. Numerous and interesting attempts in this respect have been reported, especially during the last decade.

**III.2.1.1 Pressure Measurements**

The information contained in acoustic flame signals is intimately related with the very nature of the combustion process and, therefore, may offer interesting possibilities for flame monitoring.

The most basic measurement to detect and characterize unstable combustion is obtained by the dynamic pressure in the combustor: microphones and pressure transducers (e.g. fast-response transducers piezoelectric) are the most commonly used sensors. They have the advantage that because acoustic waves propagate throughout the entire combustion system, they do not need to be placed close to the high temperatures of the heat-release zone. They have large bandwidth and are reasonably robust. Their location within the combustor is important; attention must be paid to the likely mode shapes to avoid placement near a pressure node and ideally to maximize the signal-to-noise ratio.

To accurately measure combustor pressure fluctuations, the pressure transducer should be mounted flush with the inner wall of the combustor chamber. In some combustors the design of the combustion chamber does not allow for this or there might be concerns about exposing the transducer to the high temperatures of combustion.

In general, the instrumentation configuration is driven by the temperature limitations of the transducers. Because of the lack of suitable high-temperature pressure instrumentation, the sensor is always physically placed away from the flame. This necessarily introduces some transfer function between the actual pressure in the combustion chamber and that measured at the...
transducer. Depending on the stand-off tube configuration and sensor location, amplitude roll off or attenuation can become significant.

In such cases it is necessary to isolate the transducer from the combustion chamber by using a recess mount with a small-diameter passageway between the transducer and the combustion chamber. When the pressure transducer is mounted in this manner, it is important to account for the acoustic characteristics of the passageway, because they can alter the amplitude and phase of the measured pressure signal [II-101]. Another consideration when making pressure measurements is that the interaction between the flame and the pressure wave results in a three-dimensional acoustic field in the vicinity of the flame. Under some circumstances, the pressure at the wall of the combustor, where it is often measured, can differ in amplitude and phase by as much as 20% from the pressure at the flame ([II-34] § 16).

In addition to measuring pressure fluctuations in the combustor, it is useful to simultaneously measure pressure fluctuations in the nozzle and the fuel line, because they can also be used as a guide when attempting to modify the nozzle or fuel-system geometry to alter the relative phase of the equivalence ratio and heat-release fluctuations to suppress the instability.

Examples of microphones and pressure transducers used as sensors in full-scale demonstrations were experiments of Seume et al. ([II-10], [II-34] § 19, [III-29]) and Moran et al. [III-37]. In enclosed flames, the noise spectrum is not only determined by the flame emission sound but it can be strongly influenced also by the acoustic characteristics of the combustion chamber [II-3]; therefore, the acoustic signal is the result of the particular flame-enclosure combination and may not be an intrinsic characteristic of the flame. This is relevant for flame monitoring applications, as the acoustic signature of a burner may change when it is installed in different combustion chambers.

When the pressure signal exceeds a defined threshold, a safety procedure may be started to bring the system to stable operation (e.g., by increasing equivalence ratio).

A robust control procedure was demonstrated in commercial gas turbines in [III-38] based on the permanent monitoring of dynamic pressures during modifications of operating conditions to minimize NOx emissions. Even though the control actions favouring pollutant reduction may have a deleterious effect on flame stability, this strategy allowed achieving the minimum NOx levels compatible with a safe operation. A similar idea, although at laboratory scale, was evaluated in ([III-39],[III-40]), where burner settings were automatically modified in searches for optimal operation. The setpoint issued by a NOx-minimization algorithm was altered when the standard deviation of pressure exceeded a defined threshold.
III.2.1.2 Flame Spectroscopy and Chemiluminescence Measurements

Several phenomena make flames to spontaneously emit electromagnetic radiation [III-41]:

- Solid bodies (e.g., soot, ash or char particles) produce the so-called black-body spectrum, which is continuous and exhibits a peak at wavelengths decreasing with the temperature.
- Gas molecules at high temperatures display rotation-emission bands. Radiation due to H₂O and CO₂ accounts for most of the radiative heat transfer in particle-free flames.
- Some chemical reactions generate excited species, a part of which reach their equilibrium ground state through the emission of light (chemiluminescence).

The spectral range varies for the different effects. Chemiluminescence occurs in the UV and VIS ranges whereas, at typical flame temperatures, thermal radiation by solid bodies and gases is found in VIS-IR and IR, respectively. By amount of energy emitted, black-body radiation is the main effect (in particle-laden flows) and chemiluminescence the weakest. Therefore, the visible colour of a flame is dominated by the emission of particles (if present), and due to chemiluminescence in particle-free flames.

The naturally occurring flame chemiluminescence has proven extremely useful in characterizing unstable combustion. Chemiluminescence is the radiative emission from electronically excited species formed by chemical reactions. The intensity of the chemiluminescence emission is directly related to the concentration of the electronically excited species, which is determined by the competition between the chemical reactions that produce the excited species and collisional quenching reactions. The intensity of the chemiluminescence emission from lean premixed hydrocarbon flames has been shown to be an indicator of the rate of heat release; hence this technique has been widely used for measuring both local and overall rates of heat release in lean premixed combustors under both stable and unstable operating conditions. The strongest chemiluminescence emission from lean hydrocarbon flames comes from CH*, OH*, or CO₂* radicals (the asterisk indicates an excited species), whereas in rich hydrocarbon flames strong chemiluminescence emission also comes from C₂* ([II-42], [III-42])

The chemiluminescence emission from CH* (387 nm; 431.5 nm) and OH* (282.9 nm; 307-309 nm) occur at distinctly different and relatively narrow-wavelength intervals, whereas the CO₂* chemiluminescence lies over a broad-wavelength interval (continuous spectrum 350-600 nm, in particular it has a peak around 450 nm). The measured CO₂* chemiluminescence signal strength can be significantly increased over that of OH* and CH* chemiluminescence by using a very broad filter, for example Δλ=100-200 nm. The chemiluminescence emission from C₂* radicals have a peak around 515 nm.

Measurements of the chemiluminescence emission from lean premixed flames have been used in numerous studies to indicate the location of the reaction zone and to infer local and overall heat-release rates ([II-143], [III-43], [III-44], [III-45], [III-46]).

Intensities of chemiluminescence from OH* and CH* and background intensity from CO₂* are good indicators of heat release rate, whereas that from C₂* is not ([II-143], [III-47]). Nori and Seitzman ([III-48], [III-49]) note, however, that due to the influence of equivalence ratio and pressure on OH’ and CH’ emission, their associated signals may not be fully reliable as heat release markers. Numerical results of Najm et al. [II-43] suggest that chemiluminescence due to OH*, C₂* and CH* may fail as local markers of heat release in high curvature regions of flames; other studies, however, point out to the need for additional work and experimental evidences in
order to verify that conclusion [II-143]. Fahrat at al. [III-50] also suggest that OH* and CH* may not be reliable indicators of unsteady heat release at some locations in a flame disturbed by standing waves (namely, in rarefaction zones). For the case of internal combustion engines, Kim et al. [III-51] found a good correlation between chemiluminescence in the range 350–390 nm and heat release rate in cool flames.

All chemiluminescence contributions (OH*, CH*, C2* and CO2* continuum) increase with equivalence ratio in lean flames ([II-46], [II-48], [II-143], [III-36], [III-52]): OH* and CH* intensities normalised with fuel mass flow rate have been reported to vary with $\Phi^{5.23}$ [II-46] and $\Phi^{2.72}$ [II-48], respectively.

Some authors suggest that a ‘universal’ relationship might exist between selected chemiluminescence ratios (e.g. OH*/CH*) and $\Phi$. The analysis of the published results reveals, however, different qualitative and quantitative patterns and more research would be needed to establish a sufficiently general law. A part of the differences might be explained by the particular method applied in the various studies ([III-36], [III-49]).

The on-line detection of equivalence ratio opens interesting possibilities to develop operating-point control schemes able to regulate and maintain flame stoichiometry at the desired setpoint. This has been demonstrated in [III-53], where a calibrated optical sensor guided the closed-loop controller. This work reports a notably good performance of the control system, which was able to respond in a few seconds to changes in set point and to maintain the burner within a narrow band about the desired state.

Pressure also has a strong influence on the shape of the emission spectra. The effect of pressure on absolute intensities due to OH* and CH* per unit of fuel mass flow rate has been quantified by Higgins et al. as $p^{-0.86}$ [II-46] and $p^{-0.22}$ [II-48], respectively.

Chemiluminescence sensing requires collecting light at specific wavelength bands. The most common option are single detectors (photomultipliers or, less commonly, photodiodes) fitted with bandpass filters at selected central wavelengths and with bandwidths usually of the order of a few nm. Arrangements with several sensors enable the simultaneous detection of different light bands from the same region of the flame. Spectrometers or monochromators can also be applied to analyze the full emission spectrum or to select any particular wavelength for subsequent processing ([II-143], [III-48], [III-49], [III-53], [III-54], [III-55], [III-56]).

Such sensors are independent of mode shape, but may be susceptible to changes in flame location as the stability of the system changes. They also require optical access to the system; although optical fibres provide a means of achieving this, they have a limited field of view and tend to give noisy light-intensity readings. Examples of chemiluminescence used as a sensor signal range from the earliest experimental demonstration of active control on a Rijke tube to much larger-scale demonstrations.

A) Laser Absorption Spectroscopy (TDLAS)

Interesting developments in sensing include the use of diode lasers ([III-57]; Tunable Diode Laser Absorption Spectroscopy, TDLAS), which are based on line-of-sight absorption spectroscopy.

Absorption spectroscopy is based on the Lambert–Beer law as follows:

$$\left( \frac{I}{I_0} \right)_\nu = \exp(-\kappa(\nu)L)$$
where $I_0$ is the intensity of incident radiation, $I$ is the intensity of transmitted radiation, $\kappa(\nu)$ is absorption coefficient, $L$ is the length of homogeneous absorbing media in which laser passes and $\kappa(\nu)L$ is defined as absorbance.

Tunable semiconductor diode lasers emit light and fast semiconductor detectors monitor the incident and transmitted intensities. They have recently been used to sense temperature in combustion control experiments, and are presently being extended to directly measure fuel concentrations. A detailed review of the state of the art in sensors is included in Docquier & Candel [III-58].

Absorption spectroscopy is a well-known technique for the measurement of gas composition, based on the attenuation of a light beam across a gas sample at specific wavelengths, which are characteristic of the different chemical species (absorption spectrum). Extractive sampling has several limitations such as slow time response as well as practical problems associated with the use of probes (condensation, corrosion, pluggage), which make the continuous, real-time measurement in harsh combustion ambient very difficult.

Laser spectroscopy TDLAS can be adapted for the measurement of species concentration, temperature, velocity and pressure [III-36]. Typical species that can be measured by using TDLAS are oxygen, carbon monoxide, water vapour, selected hydrocarbons species. Temperature measurements can be obtained by probing two different transition lines and calculating the ratio of the integrated absorbance of each transition. TDLAS can be also adapted to extract a flow velocity from a Doppler shift applied to a laser beam and pressure measurements from the collision broadening of the line shape.

An important advantage of TDLAS with respect to conventional gas and temperature sensors (e.g., extractive sampling or thermocouples) is its much faster response, with temporal resolutions ranging from a few Hz to several kHz. Therefore, diode-laser based sensors are suitable for the study of flame dynamics and combustion instabilities or unsteady pulsed combustors as well as for the development of fast-response controllers (the performance of a laboratory combustor was optimized within 100 ms in [III-59]).

The most obvious consideration is that the chemiluminescence-emission measurement is a line-of-sight measurement, that is, one measures the total emission integrated along the line of sight. This effect can be significantly reduced by using an optical arrangement with a very short depth of field; however, this reduction is at the expense of significantly reduced signal strength. The major limitation of this technique is the fact that it is a line-of-sight measurement, that is, the measured attenuation is the result of the integrated absorption over the entire beam path and, therefore, is a measure of the average flowfield properties along the beam path.

B) Flame imaging

Visualization methods have been historically an invaluable diagnostic tool in fluid mechanics and combustion, since information on the spatial distribution of the relevant variables (even just as qualitative patterns) can be most helpful to describe, or even understand, important features of a flow or a flame. A wide range of laser-based imaging techniques are nowadays available for combustion research (see, for example, [III-60], [III-61], [III-62]).
Chemiluminescence emission can be recorded by using an **Intensified Charge-Coupled Device (ICCD) camera** to obtain an image of the flame structure during unstable combustion that represents the spatial distribution of the flame’s heat release.

It is obvious that chemiluminescence-emission measurement can be used to monitor fluctuations in the flame’s overall heat release and fluctuations in the flame’s structure during unstable combustion. Simultaneous measurements of overall heat-release and pressure fluctuations provide information related to the overall system gain and damping, according to the Rayleigh criterion.

In the current state-of-art, the recording of radiation naturally emitted by the flame appears to be the most feasible method; in particular, it avoids the need for seeding or external illumination (e.g., LIF) and is amenable to low-cost, rugged CCD cameras. The use of vision-based methods for the monitoring of practical flames has been explored in a number of works, whose results confirm its suitability for industrial applications.

The hardware needed to record self-illuminated flame images includes, basically, CCD cameras and frame-grabbers. If narrowband radiation has to be recorded, bandpass filters must be installed and, due to the dramatic drop in the intensity of the optical signal, intensified CCD sensors may be required. Most of the difficulties with the hardware are associated with installation in the combustion chamber and protection of instruments from high temperatures and fouling. The image must be collected through the chamber wall, which usually is relatively thick and hot. The usual solution consists of inserting through a wall opening fibre optics or endoscopes, protected with cooling jackets and air purges ([III-36], [III-63]).

### III.2.1.3 Acoustical-optical technique in high-pressure case

At **high-pressure** the correct measurement of the flame chemiluminescence is more challenging than at **atmospheric conditions**. This is due to constraints regarding optical access to the flame, an overlapping of the wavelengths bands of flame luminescence and the combustor walls’ heat radiation, and the generally lower probability of the formation of the chemical species associated to the flame chemiluminescence under high pressures. Therefore, the error of the acoustical-optical technique is expected to be larger than under atmospheric conditions.

Although the technology for sensing combustion instabilities may be fairly mature (e.g., high-response pressure transducers or optical chemiluminescence measurements), the implementation of these sensors in a control system can be critical to the system’s performance.

Sensors must be placed at the proper locations relative to the acoustic mode shape to properly identify phase information and to maximize the signal-to-noise ratio. Filtering, signal processing and averaging may also be necessary, depending on the nature of the sensed signal.

### III.2.2 Controller

A **controller** (or control algorithm) is the relationship between the measured signal by sensors and the signal used to drive the actuator.

To achieve closed-loop suppression of the combustion instability, a controller must sense the combustion pressure oscillations and actuate the fuel at a frequency and phase that interferes with...
the instability. In addition, to avoid damage to the combustor, it is desirable that the controller be able to isolate and mitigate the instability while it is still small, that is still on the same order as the combustor noise.

A full review about active control algorithms is possible to find in [I-32].

In industrial applications, a self-adapting control strategy and/or control parameter compensation depending on operating points are indispensable. Thus, in the past, a great variety of control strategies such as model-based controllers, self-adapting controllers based on LMS (Least-Mean-Square Algorithm) algorithms or self-tuning controllers were researched [III-64].

The aim is to design the controller such that the unsteady heat release and acoustic waves interact differently, leading to decaying, rather than growing, oscillations.

The controller must be based on system measurements, although the consequences of instability may be so severe that obtaining these is not straightforward in certain operating regimes.

In order to see the source of instability, pseudo-Rayleigh index (PRI) could be calculated, assuming that chemiluminescence intensity is proportional to heat-release rate of the flame:

$$R_I = \frac{1}{\tau} \int_{-\tau}^{\tau} p_i(t) I_i(t, x, y) \, dt$$

where $\tau$ denotes the time period in one cycle.

### III.2.3 Actuators

The first actuators applied to combustion control were loudspeakers ([III-17], [III-22], [III-65]). Although these have a good high-frequency response, they are not sufficiently robust for use in industrial systems and their power requirements become prohibitive at larger scales.

In most systems, the fuel flow rate has been controlled via some sort of fast-response valve. This valve must be fast enough to modulate fuel flow at the required frequency and, potentially, over a range of frequencies. This bandwidth requirement will set specifications for the valve’s bandwidth and natural frequency bandwidth.

An efficient means of actuation exploits the chemical energy released in combustion by modulating the fuel supply. For ideal actuation, a fuel valve should have a linear response (to allow linear control theory to be used), large bandwidth, sufficiently large control authority to affect the limit cycle oscillation, a small amplitude response that does not exhibit hysteresis, a fast response time, and good robustness and durability.

Obtaining a satisfactory fuel valve is one of the main challenges facing reliable implementation of feedback control on practical combustion systems.

Techniques using modulation of some sort of fuel flow as an actuation technique have used existing fuel-system components or have added secondary fuel injectors. Three critical factors are limiting the control of lean, premixed combustor design:

1. The obvious actuation technology barrier is represented by the ability to modulate large fuel flows at the high frequencies at which combustion instabilities occur (normally hundreds of Hertz in gas turbine).
2. A second, less obvious barrier that relates to actuation, is the physics of the actuation process. For an actuator to be effective, it must have the ability to interfere with the coupling process between the acoustic pressure field and the combustion heat-release rate. An actuator that modulates fuel flow may not have significant authority (effectiveness) if the fuel is not injected in a manner that allows it to interfere with the coupling process.

3. Another consideration that affects the authority of actuation systems is the time delay between the actuator moves and when the effect of that actuation is observed at the flame front.

III.2.4 Advantages of active control

Compared with passive measures, AIC systems have many advantages:

a) While the damping effect of passive measures frequently remains restricted to narrow frequency or operating ranges of the combustion system concerned, the AIC is distinguished by its high degree of flexibility and its wide range of operation.

b) For damping low-frequency oscillations numerous passive measures such as Helmholtz resonators or sound absorbers require a great deal of space and thus cause much unwanted design complications, while the AIC system needs little space and can be installed in a comparatively simple manner.

c) Another AIC advantage is that – thanks to its degree of development reached by now – it takes significantly less time to install and requires fewer tests. Accordingly, novel combustion systems can be commissioned faster and take less time to market. By comparison, developing suitable passive measures is still mostly a trial-and-error process and takes much experimenting, that means time and money.

d) It is possible with an activated AIC to operate the gas turbine at lower levels of pilot gas mass flows than without the system, and the pilot flames are very important for influencing NOx emissions of gas turbines.

e) Engines equipped with AIC are generally protected against the sudden development of combustion instabilities caused by changes in environmental conditions such as ambient temperature or fuel composition.

Persistent problems of combustion instabilities have motivated serious interest in possible application of feedback control to combustion systems. The idea is quite simple; successful practical implementation is another matter and truly successful implementations remain to be found.

Feedback controls nowadays play a large part in changing the performance there have been considerable advances in the performance of gas turbines, notably emissions and fuel consumption, for which feedback control has been a crucial matter.
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IV. Thermo-acoustic instabilities: analytical and numerical models

IV.1 Introduction

There are three main strategies to simulate turbulent reacting flows in general: the Reynolds-averaged Navier-Stokes formulation (RANS), where all turbulent scales are modelled; Large Eddy Simulations (LES), in which small scales are modelled while large scales are solved exactly; and as a last alternative, Direct Numerical Simulations (DNS), where all physical scales are resolved on the grid.

Despite the fact that progress in computer technology now sometimes allow Direct Simulations (DNS) of turbulent flames relying on complete reaction schemes and realistic, multicomponent transport models, the associated computational cost in terms of computing time and required memory remain tremendous. Though limited to some simple configurations, corresponding single processor computing times are expressed at best in months, usually in years. For more realistic configurations (complex three-dimensional geometry), or when systematic studies are required (long physical times, several simulations), such computations remain completely impossible at present.

RANS require simplified turbulent combustion models and thus cannot be used for an a priori analysis of the coupling process (e.g. flame/acoustics or turbulence/chemistry interactions). LES need a subgrid model to describe all physical processes taking place below grid resolution. Both, though highly interesting in particular for solving large scale problems with a complex geometry, are thus associated with many unsolved issues and challenges.

Although analytical techniques have improved markedly during the past few years, the difficulty in representing the combustion-pressure wave interaction will likely remain a barrier to full predictive capability. Thus, it is likely that a combined approach, including both experimental and high-fidelity unsteady CFD modelling, will be required to develop models of the full annular combustor response that will have utility in defining design direction.

Much of the current effort in the field of combustion noise focuses on numerical estimation techniques using modern computational tools. The approaches of the computational combustion acoustics (CCA) are very similar to those of the computational aeroacoustics (CAA) ([II-112], [IV-1]). However, the numerical simulation of combustion noise is more complex since turbulence, acoustics and chemical reaction coincide. The state of the art of computational combustion acoustics (CCA) is less advanced than in computational aeroacoustics (CAA) but it is possible to foresee that computational combustion acoustics will progressively evolve into a well established scientific field.

Like in CAA direct computational methods (DCM) are considered as the more accurate technique for CCA. DCM solve the complete, fully coupled compressible Navier-Stokes equations and resolve the unsteady reactive flow and the acoustic field at the same time. However, due to the application of Direct Numerical Simulations (DNS) or Large Eddy Simulations (LES) the prediction of combustion noise is expensive. Thus, DNS/LES methods especially for industrial users are very costly. However, the strongly varying length- and time scales of turbulence, acoustics and chemistry as well as the need of high order discretization schemes to avoid dissipation and dispersion of acoustic waves initiated the development of...
hybrid CFD/CAA-approaches, which split the combustion noise simulation into a simulation of the turbulent reactive flow and a subsequent simulation of the acoustic processes in the time domain.

Combining LES (including chemical reactions) with CAA methods for propagating sound into the far field is a promising technique for the investigations of combustion noise for small Mach numbers, but the influence of the acoustics on the reacting flow is not considered because sometimes the CAA techniques are used as a post-processing method for the LES results. As already explained, the understanding of turbulent combustion relies on many, strongly coupled and highly complex physical phenomena. Some of the major challenges are:

- **Numerical complexity**: the spatial and temporal dynamics are inherently coupled, with a wide range of relevant scales for the turbulence and chemical reactions, which must be adequately resolved or modelled.
- **Chemical complexity**: complete chemical schemes often involve a large number of species and elementary reactions (for instance hundreds of species and thousands of reactions).
- **Transport complexity**: differential diffusion at molecular scale as well as turbulent transport of heat and species control mixing and heat transfer.
- **Multi-physics complexity**: practical flow configurations often involve multiphase flows (such as in spray combustion, for soot emission, ...), thermal radiation, complex thermodynamics, acoustics, turbulence/chemistry interactions.
- **Post-processing complexity**: numerical simulations lead nowadays to huge quantities of raw data, from which useful information must be extracted and analyzed as efficiently as possible.

It is apparent that only a transient CFD approach is potentially able to take into account all the chemical and physical aspects involved in the coupling between flame heat release and acoustic modes. However, this approach can be extremely expensive in terms of computational effort when:

- grids are made of a high number of cells (up to millions of cells);
- computational demanding physical models are used;
- very small time steps are required to capture the propagation of pressure waves or the oscillations of high frequency acoustic modes;
- a large number of time steps is required to observe the onset of self-sustained unstable oscillations.

### IV.2 Hybrid approaches for the investigation of combustion noise

Hybrid approaches for the investigation of combustion noise, in which the turbulent reactive flow in the source region and the acoustic far field are computed separately, are widely used and well accepted in aero-acoustics. Especially at low Mach number flows, the fluid dynamic and acoustic length scales are separated by more than an order of magnitude. Generally, hybrid aeroacoustic methods are based on the scale separation. Due to the large difference in hydrodynamic and acoustic length scales, the problem of interest, e.g., jet noise predictions, is divided into two sub-problems in non-reacting flows. Turbulent reacting flows, however, possess an additional range of scales, i.e., the chemical time and length scales. Therefore, a hybrid aeroacoustic approach in
IV.3 Brief critical review of analytical models

IV.3.1 One-dimensional analytical model in industrial gas turbine

Mahan and his students began their study of combustion generated noise in 1977. This work was initially motivated by the problem of fatigue damage to components in large industrial gas turbines due to combustion-driven pressure oscillations. Later, emphasis shifted to reducing the environmental impact of aircraft jet engine combustion noise. Under contract to General Electric, Mahan developed a one-dimensional analytical model [IV-3] for combustion noise generation and propagation in long ducted combustion systems typical of those in industrial gas turbines. The model, which is based on the linearized one-dimensional conservation equations for an ideal...
gas, include steady flow effects, such as axial gradients in temperature, velocity and pressure, which occur as a result of combustion heat release and heat loss to the walls. The acoustic source activity is modelled as an unsteady heat release term in the linearized energy equation which is assumed proportional to the local steady heat release. In 1979 Mahan and Kasper [IV-4] report the results of a study, based on this model, of the influence of the steady combustion heat release distribution on the acoustic response of ducted burners. In this study the source field is suppressed and only the influence of flow and the associated axial gradients on the propagation of acoustic waves through the combustor is investigated. It is shown that the dynamic response of the combustor, as characterized by its local driving point impedance, is sensitive to the axial distribution of steady combustion heat release as well as the total burner power.

In a direct application of the one-dimensional non-homogeneous wave equation developed earlier by Mahan [IV-3] and modified by Mahan and Kasper [IV-4], Mahan et al. [IV-5] and Mahan and Jones [IV-6] they were able to recover the variation with frequency of the thermo-acoustic efficiency for a ducted turbulent hydrogen-flame burner from the measured farfield sound spectrum. The only assumption required, other than that the wave propagation model used is valid, is that combustion noise is a direct consequence of unsteady heat release. The range of thermo-acoustic efficiency obtained, $10^{-4}$-$10^{-5}$, is consistent with values obtained by previous investigators for hydrocarbon fuels if the predicted increase in thermo-acoustic efficiency with reactivity of the hydrogen fuel is taken into account. Also, the thermo-acoustic efficiency is shown to decrease monotonically with frequency between 150 Hz and 1500 Hz. The thermo-acoustic efficiency decreases with the increasing of frequency since the wavelength of the acoustic waves in the reaction zone become shorter than the flame length.

### IV.3.2 Numerical models of interaction phenomena in combustion noise: amplifiers and resonators

Analytical studies of combustion noise generally focus on situations where the flow dynamics can be considered to be independent of the radiated sound. It is implicitly assumed that the flow dynamics is decoupled from the induced wave motion and the sound emission from unstable flames is generally not considered when dealing with combustion noise. It is however not always possible to obtain a complete decoupling between the flow and its acoustic radiation because practical systems are confined and the boundaries reflect sound towards the reactive region. Currently little is known about the mechanisms by which the flame responds to the acoustic feedback and understanding these mechanisms is an area of active investigation. The combustion process can be subdivided into subdynamics: acoustics, convective phenomena, molecular transport processes, chemical kinetics, flame kinematics, heat transfer and feedline dynamics of the reactants. Heat release fluctuations ($\dot{\omega}_1$) can be produced by local air-fuel ratio fluctuations ($\Phi_1$). These can in turn be driven by fuel or air line delivery fluctuations, as well as change in atomization and mixing patterns ([II-30], [II-191], [II-149], [IV-7]). Heat release fluctuations can be also made from the effect of large scale vortex shedding affecting flame shape ($A_1$), mixing and entrainment ([II-30], [IV-8]). These mechanisms are often present simultaneously in practical devices, and the identification of the separate factors is not easily done.
Efforts in understanding these interactions have been made mainly in developing numerical models of the interaction ([II-40] §8.3.7, [II-104], [IV-9]), while experimental investigation appears less developed ([II-37], [II-138]). Since the sound field associated with subsonic cold flows represents only a minute fraction of the energy in the flow (in fact the thermo-acoustic efficiency is very low, $10^{-8}$-$10^{-7}$ according [II-4], $10^{-6}$ according [II-61], $10^{-5}$ according [II-63] or $10^{-5}$-$10^{-4}$ according [IV-3]); the accuracy of numerical simulations must be very high to capture the sound production. To understand the various strategies used to study acoustical combustion instabilities with LES numerical models, the difference between amplifiers and resonators must be recalled ([II-37], [II-40], [IV-10]).

There are two main paths to use LES to predict unstable combustion in a burner:

- **Forced response (amplifiers)**: if the feedback loop leading to instabilities is inhibited and the flow becomes stable. The amplifiers are convectively unstable flow and any perturbation induced locally in the flow at time $t=t_0$ propagates downstream and is eventually washed away at later time.

- **Self-excited modes (resonators)**: if the feedback loop (especially acoustic waves) can not be inhibited and the flow is dominated by its own instability mode. The resonators are absolutely unstable and a perturbation at time $t=t_0$ propagates in all directions and is not dissipated.

Combustors submitted to combustion instabilities are obviously resonators because of the strong feedback created by acoustic waves and can be studied as such using LES [II-40]. However, in certain cases, resonators may be transformed into amplifiers if part of the feedback loop is suppressed. Successful computations of both forced modes [IV-11] and self-excited modes ([IV-12], [IV-13]) may be found in the literature indicating that both strategies may be valid.

### IV.3.3 Noise prediction method and combustion noise scaling laws

Turbulent premixed combustion processes are inherently unsteady and, thus, a source of acoustic radiation. The objective of this paragraph is to examine the basic scaling of the flame’s acoustic emission spectra and establish its dependence upon geometric and flow variables. The flame’s acoustic spectrum has a nearly universal shape that can be characterized by four parameters: the total acoustic power (OASPL), the frequency of peak emissions ($f_{peak}$), and the power law scaling of the spectra in the low ($f<f_{peak}$) and high ($f>f_{peak}$) frequency regime [II-195].
IV.3.3.1 Overall sound pressure level (OASPL)

Strahle [II-67] proposes a version of the flamelet model which permits the introduction of two time scales, one due to convection and one due to diffusion. This leads to an expression for the thermo-acoustic efficiency estimate having two adjustable exponents whose values depend on the relative dominance of the two rate processes. Strahle demonstrates that the experimental trends from the literature for open premixed flames can be predicted by this theory if appropriate values of the two adjustable exponents are chosen.

A new version of Strahle’s theory [IV-14] predicts that the sound power radiated (in watts) from a can-type combustor which is perfectly impedance matched to the surroundings should be given by

\[
P_{eq} = a_1 p^{a_2} V_{ref}^{a_3} T_i^{a_4} F^{a_5} N_f^{a_6} A_{exit}^{a_7} \left( \frac{A_{exit}}{l} \right)^{a_8}
\]  

where \( p \) is the combustor mean pressure, \( V_{ref} \) is the mean flow velocity, \( T_i \) is the combustor inlet temperature, \( F \) is the fuel-air ratio, \( N_f \) is the number of fuel nozzles, \( A_{exit} \) is the cross-sectional area at the combustor exit.

In general, the accuracy of a noise prediction method decreases as it becomes more universal: while it is relatively easy to develop an accurate noise prediction method for parametric variations within a given engine design, it is significantly more difficult to develop a method of comparable accuracy which is valid for a range of engine designs.

According to the core noise prediction method used at General Electric Co. [IV-15], the overall sound pressure level (OASPL) is given by:

\[
OASPL = 10 \log \left( \frac{\dot{m} c_0^2}{P_{ref}} \right) + 10 \log \left[ \left( \frac{T_{out} - T_{in}}{T_{in}} \right)^2 \left( \frac{p_{in}}{p_0} \right) \left( \frac{\Delta T_{des}}{T_0} \right)^{-4} \right] - 60.5
\]  

where \( \dot{m} \) is the combustor mass flow rate, \( T_{in} \) is the combustor inlet temperature, \( T_{out} \) is the combustor outlet temperature, \( \Delta T_{des} \) is the design point temperature drop across the turbine, \( p_{in} \) is the combustor inlet total pressure and \( P_{ref} \) is the reference power (10^{-12} W). The subscript \( 0 \) refers to standard sea level conditions.

Because the General Electric prediction method is based entirely on engine data, it necessarily contains several empirical constants. Its main advantage is that it involves relatively few parameters while achieving remarkable universality.

Scaling laws can be derived from basic expressions for the pressure in the farfield in a manner which parallels that used by Lighthill in his classical analysis of jet noise. The radiated power is obtained for example by integrating the acoustic intensity over a large sphere. Among the many possibilities explored in the literature are Clavin and Siggia [II-166], Rajaram et al. ([IV-16], [II-195]) and Candel et al. [II-47].
IV.3.3.2 Acoustic power spectral density (PSD)

The power spectral density of radiated sound may be determined by taking the Fourier transform of the correlation function. It is difficult to give a general expression for this quantity but it is possible to continue the calculation in some special cases. Experiments indicate that power spectral densities of sound exhibit a range where the spectrum decays according to a power law but the exponent value changes from case to case. A typical combustion noise spectrum is shown in Fig. IV-1.
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Fig. IV-1: Typical combustion noise spectrum [II-195]; dependence of low frequency decay exponent ($\beta$) and dependence of high frequency decay exponent ($\alpha$) of upstream turbulence.

a) Low Frequency Spectral Characteristics

In the low frequency range one may assume that the power spectral density of the unsteady heat release rate only weakly depends on frequency and the sound spectrum then follows a $f^{-2}$ law (i.e., with $\beta=2$ in ). This seems to be well confirmed by experiments of Rajaram et al. [II-195].

One can see that the sound power should scale as $f^{-2}$, as long as the flame is acoustically compact and the coherence volume of the heat release fluctuations does not change with frequency. While clearly this caveat could not apply at high frequencies, it seems reasonable at lower ones.

b) High Frequency Spectral Characteristics

By restricting their analysis to premixed turbulent flames in the wrinkled flame regime, Clavin and Siggia [II-166], were able to show that the rate of change of flame surface area...
followed a power law with respect to frequency and that the power spectral density of sound radiated by the flame featured a $f^{-5/2}$ dependence with respect to frequency.

Abugov and Obrezkov [II-165] found that the spectrum exhibits a power law dependence with an exponent of $\alpha = 5/2$ over the 2 kHz to 10 kHz frequency range. Power law behaviour with a similar exponent, although in a range of values above and below 5/2, was also measured by Belliard [IV-17], Rajaram and Lieuwen [IV-18] and Wäsle et. al [IV-19]. Clavin and Siggia [II-166] and Clavin [IV-20] provided insight into these decay exponents with their theoretical analysis of combustion noise. Using Kolmogorov scaling arguments and, in particular, assuming a $k^{-5/3}$ inertial subrange spatial velocity spectrum, they arrive at an acoustic power spectrum in the corresponding frequency range with an $\alpha = 5/2$ dependence. Huff’s analysis [IV-21] predicted an $\alpha=2$ dependence.

The decay exponent, $\alpha$, is quantified in range values between approximately 2.2–3.6 [II-195], and it is in reasonable agreement to Clavin and Siggia’s predicted value of 2.5 [II-166].

Falling outside of the regime of validity of the Clavin and Siggia theory does not change the fact that the spectrum has a power law, and therefore self-similar character, it only changes the value of the decay exponent.

Clearly, these basic power law characteristics of the acoustic spectra are far more general than those that the Clavin and Siggia theory is restricted to. These observations point to the need for further theoretical work on these high frequency acoustic characteristics.

The heat release rate fluctuations in the Power Spectral Density equation of radiated sound is usually used [II-47], then the modelling of heat release rate fluctuations ($\dot{\omega}_T^1$) constitutes a central issue in the combustion noise analysis. In general these fluctuations are not easy to measure experimentally. In the premixed case one may link $\dot{\omega}_T^1$ to the light emission intensity of radicals like CH*, C2 or OH but the measurement is usually carried out over a line of sight and the fluctuation is integrated over a path through the flame. This method is not directly applicable in the nonpremixed or partially premixed cases.

One possible alternative explored by Boineau ([II-47], [IV-22]) consists in relating $\dot{\omega}_T^1$ to the temperature fluctuations in the flow ($T'$). This is accomplished by making use of a linearized version of the energy equation:

$$\rho c_p \frac{\partial T'}{\partial t} = \dot{\omega}_T^1$$  \hfill (IV-3)

This expression is obtained by neglecting diffusion fluxes and by suppressing the rate of change of the pressure perturbation $\partial p'/\partial t$. This last approximation is not easy to justify but allows a direct estimate of heat release fluctuations in terms of temperature fluctuations. It is convenient to introduce the relative fluctuation of temperature $0' = T'/T$. An expression for the radiated sound power spectrum [II-47]:

$$S(\omega) = \frac{1}{8\pi^2} \frac{\rho_0 \omega^4}{c_0} \int R_{\phi \phi}(\mathbf{r}_0', \xi_0', \tau) e^{i\omega \tau} d\tau d\mathbf{r}_0' d\xi_0'$$  \hfill (IV-4)
where \( R_{\theta\phi}(\bar{r}_0, \bar{\xi}_0, \tau) \) designates the relative temperature fluctuation space time correlation function, \( \bar{r}_0' = r_0' \) and \( \bar{r}_0'' - \bar{r}_0' = \bar{\xi}_0' \).

**IV.4 Lighthill’s aeroacoustic theory and combustion noise theories**

Combustion noise is created by the conversion of some of the thermal energy available in the fuel gas to acoustic power. Several competing combustion noise theories have emerged in recent years. Many of these theories provide reasonable estimates of observable trends in combustion and core noise behaviour. The differences between the most successful of these theories are frequently only superficial, in fact the underlying and mathematics are often essentially the same. The most rigorously complete direct combustion noise theories are those that have been inspired by Lighthill’s aeroacoustic theory ([II-163], see attachment A) of the 1952. While Lighthill’s theory explains jet noise in terms of acoustic quadrupoles produced by turbulent mixing in a shear layer, many of the more promising direct combustion noise theories, while attributing combustion noise to equivalent acoustic monopole activity, draw heavily on Lighthill’s formalism.

Unfortunately, a quantitative prediction of combustion noise from first principles is not yet possible because the equations describing turbulent flow, which are central to Lighthill’s analogy, can not yet be solved. At best, combustion noise theories inspired by Lighthill’s theory can be used to predict noise trends only when simplifying assumptions are made about the turbulence structure and its relationship to the unsteady heat release.

Not all theoretical developments which successfully predict observed combustion noise trends have been inspired by Lighthill’s theory. An alternative approach involves postulating a physical model for the dependence of the unsteady volumetric combustion heat release distribution \((R_1\text{ in the Rayleigh and Chu’s criterion})\) on the local flow and thermodynamic variables, but this is done on the basis of either physical arguments. This combustion heat release term is introduced into the appropriate energy equation which, together with the continuity and momentum equations and an equation of state, describes the resulting unsteady flow in the combustor. Two continuations are possible after the unsteady volumetric heat release term has been defined and the governing equations have been established:

a) In the first, the equations are linearized by assuming small perturbations of the flow variables (added to the mean flow), cast in the form of a wave equation and then solved, usually numerically.

b) Alternatively, the equations are sometimes simplified by rejecting certain terms on the basis of order-of-magnitude arguments. In this case it is often possible to obtain a closed-form analytical expression for the acoustic pressure in terms of the source term and other physical variables.

Regardless of the theoretical approach used to predict combustion noise, the results obtained ultimately depend on the assumed form of the unsteady volumetric heat release term \((R_1\text{ in the Rayleigh and Chu’s criterion})\).
IV.5 Acoustics equation for non-reacting and reacting flows

All problems of unsteady motion in combustion systems can be divided into the two classes: linearized and nonlinear. From the earliest discoveries of their transient behaviour until the late 1950s, “combustion instabilities” implied small amplitude unsteady (and unwanted) motions growing out of a condition of linear instability. Even with the expanding awareness that the nonlinear properties must be understood as well, linear behaviour always remained an essential part of understanding all aspects of combustion instabilities, including the consequences of nonlinear processes.

Among the earliest interpretations of combustion instabilities there was the idea of unstable disturbances having small amplitude. That idea lies behind the characterization of small oscillations and is commonly assumed to explain the initial stage, and hence the origin, of an oscillation in a combustion chamber.

It is linear behaviour, especially linear stability, that is most easily understood and therefore has dominated discussions of combustion instabilities, particularly for solid propellant rockets. For example, the conclusion that a disturbance is unstable if the gain of energy exceeds the loss of energy in a short time interval, is founded in the first instance on linear ideas, although properly interpreted it is true generally. Because in a combustor there are many species and processes, the situation is extremely complicated. Moreover, unlike the case for linear motions, there are almost no generalizations available for nonlinear behaviour to serve as the basis for classifying the results of either experiments or of theory.

While there is a broad spectrum of nonlinear problems that arise in combustion systems, two kinds of behaviour have most recently received much of the attention: unsteady flows in solid propellant rockets; and the motions in gas turbine combustors, that are particularly common in systems intended for power generation.

Little attention has been paid to understanding nonlinear behaviour in works on control of combustion instabilities. One justification for that deficiency has been the view that if control of the oscillations works properly, it should stop the growth of the motion before its amplitude reaches a large value. There are several reasons why that reasoning is flawed [II-20]:

1. if the growth rates are unusually large, the control system may not have a sufficiently large bandwidth to be effective;
2. because combustion systems are intrinsically nonlinear, design of a control system based only on linear behaviour may produce a control system far from optimal;
3. linear control demands actuation at the frequency of the oscillation to be controlled, while nonlinear control of particular types may be effective at frequencies lower than that of the oscillation being controlled;
4. observed nonlinear behaviour contains much information about properties of the system in question and the interests of understanding should not be ignored.

Limitations of an interpretation based entirely on linear behaviour may therefore become especially evident in attempts to control an unstable motion. Existing examples of controlling combustion instabilities have almost totally ignored issues of nonlinear behaviour, although such behaviour is evident in all experimental work [II-20]. In no demonstration, either laboratory or full-scale, the amplitudes of the oscillations have been predicted or interpreted either before or after control has been exercised. Hence nothing has been learned about why the initially unstable
motions reach the amplitudes they did, or why the control system affected them in the observed way. In fact, few attempts exist to determine quantitatively the stability of motions. Consequently the subject of controlling the dynamics of combustion systems has largely been a matter at best of exercising the principles of control with little attention paid to the characteristics of the systems (“plants”) being controlled. It seems that following this strategy is likely not the most fruitful way of achieving meaningful progress. Especially, this is not a sound approach to developing the basis for designing control systems. The current practice in this field is often that feedback control is designed and applied in ad hoc fashion for systems already built and exhibiting instabilities.

IV.5.1 Acoustics for non-reacting flows

A simple framework to introduce acoustic theory is linear acoustics in non-reacting flows. Acoustic perturbations are small amplitude changes of thermodynamic variables and velocity. These perturbations are present in all gases and appear in all codes using a compressible formulation. Equations of acoustics are derived from the main conservation equations: mass, momentum and energy.

We can analyse the classical elements of acoustics in a simplified case, according the following hypothesis:

- H0 – no combustion
- H1 – zero volume forces (\(f_k=0\))
- H2 – zero volume heat sources (\(\dot{Q} = 0\))
- H3 – negligible viscous forces, then non viscous stresses are retained in the volume (\(\tau_{ij} = 0\)).
- H4 – linear acoustics: acoustic variables are indexed “1” and supposed to be small compared to reference quantities indexed “0”: \(p_1<<p_0\), \(\rho_1<<\rho_0\), \(u_1<<c_0\) (the reference speed in acoustic is not the mean flow speed \(u_0\) but the sound speed \(c_0\)).
- H5 – isentropic variations: under the previous assumptions (no heat release, no viscous terms), the flow remains isentropic if it is homogeneous and isentropic at the initial time \(t=0\). Then the energy equation may be replaced by the isentropic relation:

\[
s_0 = c_v \ln \left( \frac{p}{\rho^{\gamma}} \right) \quad \text{or} \quad p = \rho^{\gamma} e^{\frac{s_t}{\gamma}}
\]
- H6 – low-speed mean flow: \(\bar{u}_0 = 0\)

Under these assumptions, the equations of mass, momentum and energy are (Attachment D):

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \bar{u}) &= 0 \\
\frac{\partial \rho \bar{u}}{\partial t} + \rho \nabla \cdot \bar{u} &= 0 \\
p &= \rho^{\gamma} e^{\frac{s_t}{\gamma}}
\end{align*}
\]
Considering the simple case of small-amplitude fluctuations (index 1) superimposed to a zero Mach number mean flow (index 0), then assuming small acoustic perturbations of the flow variables \( (p_1, \rho_1, \bar{u}_1) \) added to the mean flow \( (p_0, \rho_0, \bar{u}_0) \)

\[
p_1 \ll p_0 \quad \rho_1 \ll \rho_0 \quad \bar{u}_1^2 \ll c_0^2
\]

it is possible to write:

\[
p = p_0 + p_1 \\
\rho = \rho_0 + \rho_1 \\
\bar{u} = \bar{u}_1
\]

Note that the zero Mach number assumption for the mean flow \( (M=0, u_0=0) \) implies \( \nabla p_0 = 0 \), using equation (IV-6).

Substituting \( p \) and \( \bar{u} \) into the conservation equations of mass (IV-5) and momentum (IV-6), and conserving only first order terms, then making a linearization, gives:

\[
\frac{\partial \rho_1}{\partial t} + \rho_0 \nabla \cdot \bar{u}_1 = 0 \quad \text{(IV-8)}
\]

\[
\rho_0 \frac{\partial \bar{u}_1}{\partial t} + \nabla p_1 = 0 \quad \text{(IV-9)}
\]

Linearizing the energy equation (IV-7) replaced by the isentropic relation:

\[
p_1 = c_0^2 \rho_1 \quad \text{(IV-10)}
\]

then

\[
\frac{\partial \rho_1}{\partial t} = \frac{1}{c_0^2} \frac{\partial p_1}{\partial t}
\]

where \( c_0^2 = \left( \frac{\partial p}{\partial \rho} \right)_{s=\gamma} \)

and for a perfect gas, the sound speed is obtained using the isentropic relation:

\[
c_0^2 = \sqrt{\gamma \frac{p_0}{\rho_0}} = \sqrt{\gamma \frac{R}{W} T_0} = \sqrt{\gamma R_T T_0}
\]

Density variations \( (\rho_1) \) may be eliminated into the equation (IV-8), therefore two variables (e.g. \( p_1 \) and \( \bar{u}_1 \)) are sufficient to describe acoustic waves:

\[
\frac{1}{c_0^2} \frac{\partial p_1}{\partial t} + \rho_0 \nabla \cdot \bar{u}_1 = 0 \quad \text{(IV-11)}
\]
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\[ \rho_0 \frac{\partial u_1}{\partial t} + \nabla p_1 = 0 \]  \hspace{1cm} (IV-12)

Taking the time derivative \( \left( \frac{\partial}{\partial t} \right) \) of the conservation of mass (IV-11) and the divergence \( \nabla \cdot \) of the conservation of momentum (IV-12), by adding these equations the well-known wave equation is obtained:

\[ \nabla^2 p_1 - \frac{1}{c_0^2} \frac{\partial^2 p_1}{\partial t^2} = 0 \]  \hspace{1cm} (IV-13)

IV.5.2 Acoustics for reacting flows

For a reacting flow, the derivation of a acoustic wave equation is a more complex task. A convenient way to derive this equation is to work with the logarithm of pressure.

Assuming zero volume forces \( (f_k = 0) \) and zero volume heat sources \( (Q = 0) \), the mass and momentum conservation like for non-reacting flows are:

\[ \frac{D\rho}{Dt} + \rho \nabla \cdot \bar{u} = 0 \]  \hspace{1cm} (IV-14)

\[ \rho \frac{D\bar{u}}{Dt} = -\nabla p + \nabla \cdot \tau \]  \hspace{1cm} (IV-15)

where we used the total derivatives of a function \( f \) as \( \frac{Df}{Dt} = \frac{\partial f}{\partial t} + \bar{u} \cdot \nabla f \).

The energy equation for a not adiabatic flow is

\[ \rho c_p \frac{DT}{Dt} = \dot{\omega}_T + \frac{Dp}{Dt} + \tau : \nabla \bar{u} - \left( \rho \sum_{k=1}^{N} c_{p,k} Y_k \bar{v}_k \right) \cdot \nabla T \]  \hspace{1cm} (IV-16)

where \( \bar{v}_k \) is the diffusion velocity vector of species \( k \).

Dividing the energy equation (IV-16) by \( \rho c_p T \):

\[ \frac{1}{T} \frac{DT}{Dt} = \frac{1}{\rho c_p T} \left[ \dot{\omega}_T + \frac{Dp}{Dt} + \tau : \nabla \bar{u} - \left( \rho \sum_{k=1}^{N} c_{p,k} Y_k \bar{v}_k \right) \cdot \nabla T \right] + \frac{1}{\rho c_p T} \frac{Dp}{Dt} \]

Using the equation of state \( p = \rho R_g T \), remembering that \( \gamma = \frac{c_p}{c_v} \) and \( R_g = c_p - c_v \), using the mass conservation (IV-14) give:
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\[
\frac{1}{T} \frac{DT}{Dt} - \frac{1}{\rho_c P T} \frac{Dp}{Dt} = \frac{D(\ln T)}{Dt} - \frac{r}{\rho c_p} \frac{Dp}{Dt} = \frac{D(\ln p)}{Dt} - \frac{D(\ln \rho)}{Dt} - \frac{D(\ln r)}{Dt} - \frac{r}{c_p} \frac{D(\ln p)}{Dt} = \\
= \frac{1}{\gamma} \frac{D(\ln p)}{Dt} + \nabla \cdot \vec{u}
\]

This is a convenient method to obtain an equation for \(\ln(p)\):

\[
\frac{1}{\gamma} \frac{D(\ln(p))}{Dt} + \nabla \cdot \vec{u} = \frac{1}{\rho c_p T} \left[ \dot{\omega} + \frac{T}{\rho} \nabla \cdot \vec{u} - \left( \rho \sum_{k=1}^{N} c_p k \gamma \vec{F}_k \right) \cdot \nabla T \right] + \frac{1}{R_g} \frac{Dr}{Dt}
\]

(IV-17)

Note that the momentum equation (IV-15) may be written as a function of \(\ln(p)\):

\[
\frac{D\vec{u}}{Dt} + \frac{c_p^2}{\gamma} \nabla \ln(p) = \frac{1}{\rho} \nabla \cdot \tau
\]

IV.5.3 A wave equation in low Mach-number reacting flows

Since many applications within the combustion community can be considered low Mach number problems, numerous articles deal with combustion simulations using a low Mach number approximation, where detailed chemical reactions can be used at reasonable computational costs. However, the disadvantage of this low Mach number approximation from an acoustic point of view is that no sound propagation can be directly computed in the flow analysis. In other words, the possible impact of the acoustic field on the flow and the combustion problem, respectively, is neglected.

The pressure equation can be approximated linearizing it, then the pressure is written

\[
p = p_0 + p_1
\]

with \(\frac{p_1}{p_0} \ll 1\) so that it is possible to use the following approximation: \(\ln(p) \approx \frac{p_1}{p_0}\).

One additional assumption may be introduced to derive a simple wave equation in reacting flows:

- H7 – identical molecular weights \((w_i)\) for all species, and then identical \(R_g\).

Using it and the hypothesis H6 of low-speed mean flow \((\bar{\pi}_0 = 0)\) that are not very restrictive, brings many simplifications:

- \(\dot{\omega}\) can be replaced by \(\dot{\omega}_T\) since all molecular weights are equal
- \(\gamma\) is constant and the mean pressure \(p_0\) is also constant so that \(\gamma p_0 = \rho_0 c_0^2\) is constant (which does not mean that \(\rho_0\) and \(c_0\) are constant).

An order of magnitude analysis ([II-86], [IV-23]) leads to the simplified equations:

\[
\text{Non-reacting flows} \quad c_0^2 \nabla^2 p_1 - \frac{\partial^2 p_1}{\partial t^2} = -\gamma p_0 \nabla \vec{u} \cdot \nabla \vec{u}
\]

(IV-18)
For the non-reacting case, the $\nabla \mathbf{u} \cdot \nabla \mathbf{u}$ term is retained and is responsible for turbulent flow noise. The main complexity brought by combustion is the variable sound speed $c_0$ which must be kept in the $\nabla \cdot$ operator and the additional source term found on the right-hand side terms for the pressure equation with combustion.

### IV.6 The acoustic energy balance in reacting flows

Coupling mechanisms between acoustic waves and flames have become central issues in the development of many modern combustion systems. For a reactive flow, the derivation of a wave equation is a very complex task.

Standing pressure waves are produced in any confined chamber, the amplitudes of which are functions of the geometry, boundary conditions, and the medium. Often, these pressure variations serve as a host oscillator in a combustion system.

#### IV.6.1 Acoustic energy density and flux

The notion of acoustic energy is useful to describe combustion instabilities. Its simplest derivation is given here for non-reacting flows. The acoustic energy measures the total level of acoustic fluctuations in a given domain and corresponds to the linearized form of the mechanical energy [IV-24] but a simpler derivation is presented here.

Starting from the conservation equations of mass (IV-11) and momentum (IV-12), obtained by eliminating the density variations ($\rho_1 << \rho_0$), multiplying the first equation by $\rho_0$ and the second one by $\mathbf{u}_1$ and adding them gives:

$$
\frac{\partial}{\partial t} \left( \frac{1}{2} \rho_0 \mathbf{u}_1^2 + \frac{1}{2} \rho_0 c_0^2 \right) + \nabla \cdot (p_1 \mathbf{u}_1) = 0
$$

The classic acoustic energy ($AE$) in a reacting flow may be defined by

$$
\varepsilon_1 = \frac{1}{2} \rho_0 \mathbf{u}_1^2 + \frac{1}{2} \rho_0 c_0^2
$$

where index 0 refers to mean values and index 1 to perturbations.

The local acoustic flux may be defined by
Then we can write the equation (IV-20) in this way

\[
\frac{\partial e_1}{\partial t} + \nabla \cdot f_1 = 0 \tag{IV-23}
\]

This equation shows that the acoustic energy \( e_1 \) varies only because of the local acoustic flux \( f_1 \). This local energy may be integrated over a domain \( V \) (e.g. the computational domain in a CFD case) bounded by a surface \( A \) to yield:

\[
\frac{d}{dt} \int_V e_1 dV + \int_A f_1 \cdot \vec{n} dA = 0 \tag{IV-24}
\]

where \( \int_V e_1 dV \) is the total acoustic energy present in the domain and \( \vec{n} \) is the normal to the surface \( A \). This equation shows that the changes in the total energy are only due to fluxes crossing the boundaries.

### IV.6.2 Extended of the acoustic energy equation

The classic acoustic energy equation (AEE) is obtained by linearizing a global energy equation directly deduced from the Navier-Stokes equation.

Using the relation between energy (\( e \)) and enthalpy (\( h \)): \( h = e + \frac{p}{\rho} \)

and the total mass conservation equation, \( \frac{D\rho}{Dt} + \rho \frac{\partial u_i}{\partial x_i} = 0 \), yields:

\[
\rho \frac{De_i}{Dt} = \rho \frac{Dh_i}{Dt} - \frac{Dp}{Dt} - \rho \frac{\partial u_i}{\partial x_i} \tag{IV-25}
\]

The conservation equation for the sensible enthalpy \( h_i \) is:

\[
\rho \frac{Dh_i}{Dt} = \dot{\omega}_r + \frac{Dp}{Dt} + \frac{\partial}{\partial x_i} \left( \lambda \frac{\partial T}{\partial x_i} \right) - \frac{\partial}{\partial x_i} \left( \rho \sum_{k=1}^{N_s} h_{s,k} V_{k,i} \right) + \tau_g \frac{\partial u_i}{\partial x_j} + \dot{Q} + \rho \sum_{k=1}^{N_s} Y_k f_{k,i} V_{k,i} \tag{IV-26}
\]

where \( \dot{\omega}_r \) is the heat release per unit volume due to combustion:

\[
\dot{\omega}_r = -\sum_{k=1}^{N_s} \Delta h_{f,k} \dot{\omega}_k
\]

where \( h_{f,k}^0 \) is the chemical formation enthalpies.
The equation for the sensible energy $e_s$ may be deduced from equations (IV-25) and (IV-26) and remembering that $\tau_{ij} = \sigma_{ij} + p \delta_{ij}$:

$$\rho \frac{De_s}{Dt} = \dot{\omega}_r + \frac{\partial}{\partial x_i} \left( \lambda \frac{\partial T}{\partial x_i} \right) - \frac{\partial}{\partial x_i} \left( \rho \sum_{k=1}^{N_s} h_{s,k} Y_k V_{k,i} \right) + \sigma_{ij} \frac{\partial u_i}{\partial x_j} + \dot{Q} + \rho \sum_{k=1}^{N_s} Y_k f_{k,i} V_{k,i}$$  \hspace{1cm} (IV-27)

where the total derivative of $e_s$ is

$$\frac{De_s}{Dt} = \frac{\partial e_s}{\partial t} + \bar{u} \cdot \nabla e_s = \frac{\partial e_s}{\partial t} + \frac{\partial}{\partial x_i} \left( u_i e_s \right).$$

If all heat capacities $c_v$ are equal (an assumption which is not often true in flames but is often used) and independent of temperature ($c_v=constant$) it is possible to write, using the state equation:

$$\rho e_s = \rho \left( \int_{c_s}^{T} c, dT - \frac{RT_0}{W} \right) = \rho \left( c_s T - c_v T_0 - \frac{RT_0}{W} \right) = \frac{p}{\gamma - 1} - \rho c_p T_0 $$  \hspace{1cm} (IV-28)

Using the expressions of total derivate of $e_s$ and equation (IV-28), yields:

$$\rho \frac{De_s}{Dt} = \frac{\partial e_s}{\partial t} + \frac{\partial}{\partial x_i} \left( u_i e_s \right) = \left( \frac{1}{\gamma - 1} \frac{\partial p}{\partial t} - c_p T_0 \frac{\partial p}{\partial t} \right) + \frac{\partial}{\partial x_i} \left( u_i p - u_i \rho c_p T_0 \right)$$  \hspace{1cm} (IV-29)

It is possible to assume that the mixture heat capacity $c_p$ is constant: this approximation is slightly inconsistent but it is used in Kuo [IV-25] to derive the equations. Using the continuity equation yields:

$$\rho \frac{De_s}{Dt} = \frac{1}{\gamma - 1} \frac{\partial p}{\partial t} - c_p T_0 \frac{\partial p}{\partial t} + \left[ \frac{1}{\gamma - 1} u_j \frac{\partial p}{\partial x_j} + \frac{1}{\gamma - 1} \rho \frac{\partial u_j}{\partial x_j} - c_p T_0 \frac{\partial (u_j \rho)}{\partial x_j} \right] = \frac{1}{\gamma - 1} \frac{Dp}{Dt} + \frac{1}{\gamma - 1} \rho \frac{\partial u_j}{\partial x_j}$$  \hspace{1cm} (IV-30)

Then the equation (IV-27) turns into an equation for pressure $p$ replacing $\rho e_s$ with the expression (IV-30). Replacing $\sigma_{ij} = \tau_{ij} - p \delta_{ij}$ and if all species have the same sensible enthalpy

$$\sum_{k=1}^{N_s} h_{s,k}Y_k V_{k,i} = h_s \sum_{k=1}^{N_s} Y_k V_{k,i} = 0,$$

yields:

$$\frac{1}{\gamma - 1} \frac{Dp}{Dt} = - \frac{\gamma}{\gamma - 1} p \frac{\partial u_i}{\partial t} + \frac{\partial}{\partial x_i} \left( \lambda \frac{\partial T}{\partial x_i} \right) + \tau_{ij} \frac{\partial u_i}{\partial x_j} + \dot{Q} + \rho \sum_{k=1}^{N_s} Y_k f_{k,i} V_{k,i}$$  \hspace{1cm} (IV-31)

Considering zero volume heat sources ($Q = 0$), zero volume forces ($f_k = 0$), negligible viscous forces that is no viscous stresses are retained in the volume ($\tau_{ij} = 0$), but conserving the thermal diffusion ($\lambda \neq 0$) and multiplying the equation (IV-31) by $(\gamma - 1)$, the pressure equation can be written as:
\[
\frac{\Delta p}{\Delta t} = -\gamma p \nabla \cdot \overline{u} + (\gamma - 1) \left[ \dot{\omega}_T + \nabla \cdot \left( \lambda \nabla T \right) \right]
\]

where we can write \( \gamma = \frac{\rho_0 c^2_0}{p_0} = \frac{c^2_0}{R \gamma T_0} \).

The momentum equation (IV-9) can be written as:
\[
\rho \frac{\partial \overline{u}}{\partial t} + \nabla p = 0
\]
and taking the dot product of it with \( \overline{u} \) leads to an equation for \( \overline{u}^2 \):
\[
\frac{D}{Dt} \left( \frac{\overline{u}^2}{2} \right) + \nabla \cdot \left( \rho \overline{u} \right) = \rho \nabla \cdot \overline{u}
\]

The equation (IV-32) can be used to express the product of pressure \( p \) with divergence of velocity \( (\nabla \cdot \overline{u}) \) and using this expression to eliminate the divergence of velocity in equation (IV-33) leads to a *non-linear form of acoustic energy equation*:
\[
\frac{D}{Dt} \left( \frac{\overline{u}^2}{2} \right) + \frac{1}{\rho c^2_0} \frac{D}{Dt} \left( \frac{p^2}{2} \right) + \nabla \cdot \left( \rho \overline{u} \right) = \frac{(\gamma - 1)}{\gamma} \left[ \dot{\omega}_T + \nabla \cdot \left( \lambda \nabla T \right) \right]
\]

The equation (IV-34) is exact (no linearization). It is possible to consider the simple case of small acoustic perturbation variables (index 1) added to the mean flow variable (index 0) to a zero Mach number mean flow, then it is possible to write:
\[
\overline{u} = \overline{u}_1, \quad p = p_0 + p_1, \quad \dot{\omega}_T = \dot{\omega}_T^0 + \dot{\omega}_T^1, \quad T = T_0 + T_1
\]

For simplicity the temporal fluctuations of the thermal diffusivity (\( \alpha \)), dynamic viscosity (\( \mu \)) and heat capacities (\( c_p, c_v \) and \( \gamma \)) can be neglected.

Note that the zero Mach number assumption for the mean flow (\( u_0=0, M=0 \)) implies \( \nabla p_0 = 0 \), using momentum equation (IV-6), and \( \dot{\omega}_T^0 + \nabla \cdot \left( \lambda \nabla T_0 \right) = 0 \) using equation (IV-32).

The assumption for zero mean flow (\( u_0=0 \)) implies the approximation that \( \frac{D}{Dt} \approx \frac{\partial}{\partial t} \) for any fluctuating quantity.

The mean pressure \( p_0 \) being constant over space and the mean velocity being \( u_0=0 \), the following expression holds for the flux term of equation (IV-34):
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\( \nabla \cdot (p \bar{u}) = p_0 \nabla \cdot \bar{u}_1 + \nabla \cdot (p_1 \bar{u}_1) \)

Making a linearization of equation (IV-34) around the mean state (index 0) gives ([II-86], [IV-26]):

\[
\frac{\partial e_1}{\partial t} + \nabla \cdot (p_1 \bar{u}_1) = \left( \frac{\gamma - 1}{\gamma p_0} \right) p_1 \left[ \bar{\omega}_1 + \nabla \cdot (\bar{\lambda} \nabla T_1) \right] \tag{IV-35}
\]

which is simply the extension of the classic acoustic energy equation (AEE) (IV-23) including the source term \( r_1 \):

\[
\frac{\partial e_1}{\partial t} + \nabla \cdot f_1 = r_1 \tag{IV-36}
\]

where \( e_1 \) is the acoustic energy in a reacting flow (IV-21) and \( f_1 \) is the local acoustic flux (IV-22). All terms are time dependent.

If we consider the case with the viscous forces \( (\mu \neq 0) \) and the viscous stresses \( (\tau_{ij} \neq 0) \) in the volume the complete classic acoustic equation is:

\[
\frac{\partial e_1}{\partial t} + \nabla \cdot (p_1 \bar{u}_1) = \left( \frac{\gamma - 1}{\gamma p_0} \right) p_1 \left[ \bar{\omega}_1 + \nabla \cdot (\bar{\lambda} \nabla T_1) \right] + \bar{u}_1 \cdot (\nabla \cdot \bar{e}_1) \tag{IV-37}
\]

Making a linearization of equation (IV-32), yields:

\[
\frac{Dp_1}{Dt} = -\gamma p \nabla \cdot \bar{u}_1 + (\gamma - 1) \left[ \bar{\omega}_1 + \nabla \cdot (\bar{\lambda} \nabla T_1) \right] \tag{IV-38}
\]

with \( p = p_0 + p_1 \), it is clear that \( p^2 = p_0^2 + 2p_0p_1 + p_1^2 \) and then

\[
\frac{D}{Dt} = p_0 \frac{Dp_1}{Dt} + \frac{D}{Dt} \left( \frac{p_1^2}{2} \right)
\]

can be obtained easily (remembering that \( u_0 = 0 \), \( \nabla p_0 = 0 \)):

\[
\frac{Dp_1}{Dt} = \frac{1}{p_0} \frac{D\left( \frac{p_0^2}{2} \right)}{Dt} - \frac{1}{p_0} \frac{D\left( \frac{p_1^2}{2} \right)}{Dt} = \frac{1}{p_0} \frac{D\left( \frac{p_0^2}{2} \right)}{Dt} - \frac{1}{p_0} \frac{\partial}{\partial t} \left( \frac{p_1^2}{2} \right)
\]

The equation (IV-38) become:

\[
\frac{D}{Dt} \left( \frac{p_0^2}{2} \right) \approx \frac{\partial}{\partial t} \left( \frac{p_0^2}{2} \right) - \gamma p p_0 \nabla \cdot \bar{u}_1 + p_0 (\gamma - 1) \left[ \bar{\omega}_1 + \nabla \cdot (\bar{\lambda} \nabla T_1) \right] \tag{IV-39}
\]
IV.7 Criteria for combustion instability

Two forms of energy are defined: the first is the classic acoustic energy (AE), and the second is the fluctuation energy (FE). Both equations are rederived in a compact manner starting from full nonlinear forms. It is shown that the classic Rayleigh criterion naturally appears as the source term of the AE equation, while the FE form leads to a different criterion stating that temperature and heat release must be in phase for the instability to be fed by the flame/acoustics coupling. The FE form also integrates the fluctuations of three variables (pressure, velocity, entropy), while the AE form uses only pressure and velocity perturbations. It is shown that only the FE form should be used in flames, in contradiction to many current studies performed for combustion instabilities.

IV.7.1 Classical Rayleigh’s criterion

The acoustic energy equation (IV-35) for classical Rayleigh’s criterion, that does not include the heat diffusion effects, then \( \nabla \cdot (\dot{\rho} \nabla T_i) = 0 \), yields:

\[
\frac{\partial e_i}{\partial t} + \nabla \cdot (p_i \bar{n}_i) = \frac{(\gamma - 1)}{\gamma p_o} p_i \dot{\omega}_r \tag{IV-40}
\]

where the source term \( r_1 \) is:

\[
r_1 = \frac{(\gamma - 1)}{\gamma p_0} p_i \dot{\omega}_r \tag{IV-41}
\]

In this case the source term \( r_1 \) is a correlation between unsteady pressure \( p_1 \) and unsteady heat release \( \dot{\omega}_1 \). It is due to combustion and can act as a source or a dissipative term for the acoustic energy.

The local acoustic energy equation (IV-36) may be integrated over a domain \( V \) (e.g. the computational domain in a CFD case) bounded by a surface \( A \). If it is integrated over the whole volume \( V \) of the combustor:

\[
\frac{d}{dt} \int_V e_i dV + \int_A f_1 \cdot \bar{n} dA = \int_V r_1 dV \tag{IV-42}
\]

To provide meaningful information on the growth of the instability, this last equation must also be averaged over time. Integrating equation (IV-42) over a period of oscillation \( \tau = \frac{2\pi}{\omega} \) and dividing by \( \tau \):

\[
\frac{dE_1}{dt} + F_1 = R_1 \tag{IV-43}
\]
where:

- $E_1$ measures the period-averaged *acoustic energy* in the whole combustor

$$E_1 = \int_V E_1 dV \quad \text{with} \quad E = \frac{1}{\tau} \int_0^\tau e_1 dt$$

- $F_1$ is the period-averaged *acoustic flux leaving the combustor*, that are *acoustic losses*

$$F_1 = \int_A F_1 \tau dA \quad \text{with} \quad F = \frac{1}{\tau} \int_0^\tau f_1 dt$$

Loss of acoustic energy – through viscous dissipation, through transfer of acoustic energy to hydrodynamic or evanescent modes, or through radiation losses at the system boundary – tends to stabilize a thermo-acoustic system.

- $R_1$ is the average *source term*

$$R_1 = \int_V R_1 dV \quad \text{with} \quad R = \frac{1}{\tau} \int_0^\tau r_1 \tau = \frac{(\gamma - 1)}{\tau \gamma p_0} \int_0^\tau p_1 \phi_1^l \tau = \frac{1}{\tau} \int_0^\tau F_1 \phi_1^l$$

It describes the exchange of energy between the combustion and the acoustic waves. Considering conservation equations, Culick [IV-27] derived a similar expression for the energy addition to the acoustic mode.

<table>
<thead>
<tr>
<th>Energy</th>
<th>Flux</th>
<th>Source</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>$f_1$</td>
<td>$r_1$</td>
<td>local</td>
</tr>
<tr>
<td>$E$</td>
<td>$F$</td>
<td>$R$</td>
<td>local, instantaneous</td>
</tr>
<tr>
<td>$E_1$</td>
<td>$F_1$</td>
<td>$R_1$</td>
<td>volume (or surface), averaged</td>
</tr>
</tbody>
</table>

Flame/acoustic coupling is now represented in $R_1$ from the space-averaged integral (over $V$) of the period-averaged value of unsteady pressure multiplied by unsteady heat release. Lord Rayleigh [II-39] proposed a qualitative criterion for combustion instability ($R_1$ must be positive to increase the acoustic energy of the oscillation) and he formulated the following explanation for the production of tones in a *Rijke tube*:

“*If heat be periodically communicated to, and abstracted from, a mass of air vibrating (for example) in a cylinder bounded by a piston, the effect produced will depend upon the phase of the vibration at which the transfer of heat takes place. If the heat is given to the air at the moment of greatest condensation, or be taken from it at the moment of greatest rarefaction, the vibration is encouraged. On the other hand, if heat be given at the moment of greatest rarefaction, or abstracted at the moment of greatest condensation, the vibration is discouraged*.”
That paragraph has become probably the most widely cited explanation for the presence of combustion instabilities generally. For easy reference, the explanation has long been referred to as “Rayleigh’s Criterion”.

Putnam [II-3] has made the most extensive use of Rayleigh’s Criterion in practical situations. His book and papers give many examples of applying the Criterion as an aid to making changes of design to avoid oscillations generated by heat release, particularly in power generation and heating systems. In the past fifteen years many groups have been making direct observations on laboratory systems to check the validity of the implications of Rayleigh’s Criterion. The key step is based on the assumption that radiation by certain intermediate radical species in hydrocarbon reactions (CH* and OH* are the most common identifiers) can be interpreted as a measure of the rate of chemical reactions taking place and hence of the rate at which energy is released. Simultaneous measurements are made of the spatial distribution of radiation in a system, and of the pressure oscillations. The results then allow at least a qualitative assessment of the extent to which the oscillations are being driven by the energy released in the combustion field, or whether other mechanisms may be active and important. It is an important method with many useful applications.

$$R_1 = \frac{\gamma - 1}{\tau^2} \int \int \int p_1 \hat{\omega}_T dt dV > 0$$

On the other hand, if unsteady heat release is maximum when pressure is minimum, the instability decreases ($R_1<0$).

It is often used in experimental or numerical studies to quantify the energy transfer from the combustion process to the acoustic field.

Equivalently one may say that the absolute value of the phase difference between the pressure ($p_1$) and heat release signals ($\hat{\omega}_T$), $r_1$ acts as a source term for acoustic energy and the instability is locally amplified.

$$R_1 = \frac{\gamma - 1}{\tau^2} \int \int \int p_1 \hat{\omega}_T dt dV > 0$$

Then, the sign of this integral depends on the phase difference between the heat-release and pressure oscillations and is positive (negative) when this phase difference is smaller (larger) than 90 deg.

The heat-addition process locally adds energy to the acoustic field when the magnitude of the phase between the pressure and heat-release oscillations, $\theta_{p_{\omega}} = \arg \left( \frac{\omega_{\omega}}{\omega_p} \right)$, is less than 90 deg (i.e., $0 < \theta_{p_{\omega}} < 90$). Conversely, when these oscillations are out of phase deg (i.e., $90 < \theta_{p_{\omega}} < 180$), the heat-addition oscillations damp the acoustic field.
To evaluate the Rayleigh criterion, the phase shift between pressure and heat release fluctuations can be used. Phase shifts occur because every heat release fluctuation produces the corresponding pressure fluctuation only after a certain delay or “time lag” (and vice-versa).

**Time lags** in combustion systems consist of various component $\tau_i$, e.g. acoustic and convective time lags, as well as time lags attributable to the process of mixing and reacting.

Although this qualitative criterion for combustion instability seems a rather natural statement, many experiments do not actually support this result in a straightforward manner. The index $r_1$ changes with time and with location: some regions of a given combustor usually excite the oscillation by burning in phase with pressure ($r_1>0$) while other regions damp ($r_1<0$) the instability by burning out of phase with pressure ([II-37], [IV-28]).

The first obvious observation is that the acoustic energy growth rate depends on the Rayleigh term ($p_i \omega_T^2$) but also on the acoustic fluxes (acoustic losses) $\mathbf{\nabla} \cdot (p_i \mathbf{\bar{u}}_i)$ so that the Rayleigh’s criterion is only a necessary condition (but not sufficient condition) for instability to occur.

### IV.7.2 Extended Rayleigh’s criterion

A criterion more complex and that includes more acoustic effects than classical Rayleigh’s criterion is:

$$g = \frac{R_1 - F_1}{2E_1} > 0$$

then $R_1 > F_1$, i.e.

$$\frac{(y-1)}{\gamma p_0} \int \int V \int_0^T p_i \omega_T^2 \, dt \, dV > \int \int_A p_i \mathbf{\bar{u}}_i \, dt \, dA$$  \hspace{1cm} (IV-44)

The combustor will oscillate and the total acoustic energy will grow if $R_1 > F_1$, or in other words if the source term ($R_1$) due to combustion is larger than the acoustic losses ($F_1$) on the combustor inlet and outlet surface $A$.

The practical implication of equation (IV-44) is that the classic Rayleigh’s criterion should not be used alone but should also include acoustic losses ($F_1$). This task is difficult in experiments because it requires the evaluation of acoustic fluxes $\mathbf{\nabla} \cdot (p_i \mathbf{\bar{u}}_i)$ on the boundaries of the burner, but it can be done in LES simulation.

Then, the Rayleigh’s criterion is “necessary, but not sufficient for instability to occur” because loss mechanism are not taken into account.
IV.7.3 Classical and extended Chu’s criterion

Stability considerations based on a balance between generation and loss of acoustic energy may appear to be an almost self-evident generation of Rayleigh’s criterion. However, quantitative methods for stability analysis based on this idea have been proposed only recently (Ibrahim et al. [IV-29], [IV-30]; Nicoud and Poinsot [IV-26]; Giauque et al. [IV-31], [IV-32]).

IV.7.3.1 Expression for a stabilizing factor by means the instantaneous density of acoustic energy

Ibrahim et al. ([IV-29], [IV-30]) base their analysis on an expression for the instantaneous density of acoustic energy [IV-33],

\[ e = \left[ \frac{\rho}{2} \left( \frac{p'}{\rho c} \right)^2 + u_i' u_j' \right] \]  

(IV-45)

The first term is the potential acoustic energy, the second term (with summation over repeated indices implied) is the kinetic acoustic energy. The conservation of acoustic energy is then formulated as a transport equation for energy density \( e \),

\[ \frac{\partial e}{\partial t} + \frac{\partial}{\partial x_i} (p' u_i') + \frac{\partial}{\partial x_i} (e u_i) = \Phi \]  

(IV-46)

where

\[ \Phi = \frac{\gamma - 1}{\gamma} p' q' - \frac{\partial u_i'}{\partial x_j} \tau_{ij} \]  

(IV-47)

The second and third term on the left-hand side of equation (IV-46) represent the flux of acoustic energy, with convection by the mean flow \( \bar{u} \) retained. \( \Phi \) is the source term and it comprises thermo-acoustic and viscous contributions, where the former is obviously related to the Rayleigh integral.

Introducing an average over the oscillation period \( T \), integrating over the domain considered and employing the divergence theorem, the energy balance can be written as follows

\[ \frac{\partial}{\partial t} \int_V \left( \frac{1}{T} \int_0^T e \, dt \right) dV = -\int_A \left( \frac{1}{T} \int_0^T p' u_i' \, dt \right) dA_i - \int_A \left( \frac{1}{T} \int_0^T e u_i \, dt \right) dA_i + \int_V \left( \frac{1}{T} \int_0^T \Phi \, dt \right) dV \]  

(IV-48)

From the balance equation (IV-48), an amplification coefficient \( \alpha \) is then defined,
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\[ \alpha = \frac{-\int_A \left( \frac{1}{T} \int_{T_0}^T p' u_i' \, dt \right) dA_i - \int_A \left( \frac{1}{T} \int_{T_0}^T e u_i \, dt \right) dA_i + \int_V \left( \frac{1}{T} \int_{T_0}^T \Phi \, dt \right) dV}{2 \int_V \left( \frac{1}{T} \int_{T_0}^T e \, dt \right) dV} \]  

(IV-49)

The first term in the numerator represents boundary work, the second term represents advection of acoustic energy across the boundary by the mean flow, the third term is the net production (the thermo-acoustic source vs. the viscous sink). Some of these contributions to the overall amplification increase the acoustic energy and are denoted \( \alpha_{\text{amp}} \), while the magnitude of contributions that represent a loss of energy are denoted \( \alpha_{\text{damp}} \), such that for the overall amplification coefficient \( \alpha = \sum \alpha_{\text{amp}} - \sum \alpha_{\text{damp}} \). Separation of destabilizing and damping effects in this way allows to introduce a stabilizing factor

\[ S(\omega) = \frac{\sum \alpha_{\text{amp}}}{\sum \alpha_{\text{damp}}} \]  

(IV-50)

Ibrahim et al. ([IV-29], [IV-30]) argued that if an acoustic eigenfrequencies \( \omega_m \) of the combustor with \( S(\omega_m) > 1 \) exists, that eigenmode will be unstable.

The appealing feature of this method is that it should allow the combustor designer to investigate quickly and inexpensively a wide variety of potential design configurations and operating conditions. Validation studies carried out by Ibrahim et al. met moderate success because they used in their validation studies rather simplistic assumptions concerning the acoustic wave field in the combustor, i.e. the acoustic impedance at the location of heat release.

IV.7.3.2 Derivation of the acoustic energy budget from LES

A conceptually related approach has been proposed by Nicoud and Poinso [IV-26] and Giauque et al. ([IV-31], [IV-32]). It is suggested to derive the acoustic energy budget from simulation data generated with Large Eddy Simulation (LES). Indeed, with computational fluid dynamics a complete closure of the energy budget should be possible, and all terms appearing in the budget may be analyzed in great detail.

It was important to note that the energy \( e_1 \) is not an appropriate measure of the fluctuation activity in a non-isentropic flow [IV-26]. Another quantity was used in the case of reacting flows to characterize the global amount of fluctuations properly and this energy included entropy fluctuations. A proper energy definition in reacting flows that includes not only velocity (\( \overline{u_i} \)) and pressure (\( p_i \)) perturbations, but also entropy (\( s_i \)) given by Chu [II-87]. It is not very well known in the combustion community but Poinso and Nicoud ([II-86], [IV-26]) elaborated the classical Chu formulation and gave an extended Chu’s criterion.

Using the equation for the sensible energy \( e_s \) (IV-27) and considering zero volume heat sources (\( \dot{Q} = 0 \)), zero volume forces (\( f_k = 0 \)), replacing \( \sigma_{ij} = \tau_{ij} - p \delta_{ij} \), negligible viscous forces that is
no viscous stresses are retained in the volume \((\tau_{ij} = 0; \mu=0)\) and if all species have the same sensible enthalpy \(\sum_{k=1}^{N} h_{s,k} Y_{k,i} = h_{s} \sum_{k=1}^{N} Y_{k} V_{k,i} = 0\), yields:

\[
\rho \frac{De_s}{Dt} = \omega_r + \frac{\partial}{\partial x_i} \left( \lambda \frac{\partial T}{\partial x_i} \right) - p \frac{\partial u_i}{\partial x_i} \tag{IV-51}
\]

To construct a fluctuation energy (FE), the entropy contribution can now be defined by Gibbs equation:

\[
de_s = Tds + \frac{p}{\rho^2} \, dp \tag{IV-52}
\]

then

\[
\rho \frac{De_s}{Dt} = \rho \left[ \frac{\partial e_s}{\partial t} + u_i \frac{\partial e_s}{\partial x_i} \right] = \rho \left[ T \frac{\partial s}{\partial t} + \frac{p}{\rho} \frac{\partial \rho}{\partial t} \right] + u_i \left[ T \frac{\partial s}{\partial x_i} + \frac{p}{\rho} \frac{\partial \rho}{\partial x_i} \right]
\]

Using this last expression, using the continuity equation and the state equation \((\rho T = \frac{p}{R_g})\), yields:

\[
\frac{D s}{D t} = \frac{r}{p} \left[ \omega_r + \nabla \cdot \left( \lambda \nabla T \right) \right] \tag{IV-53}
\]

Multiplying equation (IV-53) by \(\frac{ps}{R_g c_p}\) and adding it to equation (IV-34) directly gives:

\[
\rho \frac{D}{Dt} \left( \frac{\bar{u}^2}{2} \right) + \frac{1}{\rho c^2} \frac{D}{Dt} \left( \frac{p^2}{2} \right) + \frac{p}{R_g c_p} \frac{D}{Dt} \left( \frac{s^2}{2} \right) + \nabla \cdot (p \bar{u} u) = \frac{(s + r)}{c_p} \left[ \omega_r + \nabla \cdot \left( \lambda \nabla T \right) \right] \tag{IV-54}
\]

This equation is exact and can be linearized around the mean state splitting the density \((\rho)\), the velocity \((\bar{u})\), the pressure \((p)\), the entropy \((s)\), the heat release \((\omega_r)\) and the temperature \((T)\) into a mean (index 0) and a fluctuating (index 1) component.

Approximating the total derivative of \(\bar{u}^2\) by its partial derivative and neglecting higher-order terms, can be obtained:
Using the linearization of \( s (=s_0+s_1) \) and equation (IV-53), yields:

\[
\frac{Ds}{Dt} = \frac{DS_0}{Dt} + \frac{DS_1}{Dt} = \frac{r}{p} \left[ \tilde{\omega}_T + \nabla \cdot \left( \lambda \nabla T \right) \right]
\]

where the total derivate of \( s_0 \) is

\[
\frac{DS_0}{Dt} = \tilde{u}_i \cdot \nabla s_0
\]

then it gives

\[
\frac{DS_1}{Dt} \approx \frac{R_g}{p} \left[ \tilde{\omega}_T + \nabla \cdot \left( \lambda \nabla T \right) \right] - \frac{DS_0}{Dt} = \frac{R_g}{p} \left[ \tilde{\omega}_T + \nabla \cdot \left( \lambda \nabla T \right) \right] - \tilde{u}_i \cdot \nabla s_0
\]

This last equation shows that the acoustic modes are not isentropic when unsteady heat release (\( \tilde{\omega}_T \)) and/or a mean entropy gradient (\( \nabla s_0 \)) are present.

With \( s=s_0+s_1 \)

\[
\frac{D}{Dt} \left( \frac{s^2}{2} \right) = \frac{D}{Dt} \left( \frac{s_0^2}{2} \right) + \frac{D}{Dt} \left( \frac{s_1^2}{2} \right) + \frac{D}{Dt} \left( \frac{s_0^2}{2} \right)
\]

the following equation holds to third order

\[
\frac{p}{R_g c_p} \frac{D}{Dt} \left( \frac{s^2}{2} \right) \approx \frac{p_0}{R_g c_p} \frac{D}{Dt} \left( \frac{s_0^2}{2} \right) + \frac{1}{c_p} \left[ \tilde{\omega}_T + \nabla \cdot \left( \lambda \nabla T \right) \right] + \left( \frac{p_0}{R_g c_p} s_1 \right) \tilde{u}_i \cdot \nabla s_0
\]

Finally, the linearized form of equation (IV-54) becomes:

\[
\rho_0 \frac{\partial}{\partial t} \left( \frac{\bar{u}_t^2}{2} \right) + \frac{1}{\rho_0 c_p^2} \frac{\partial}{\partial t} \left( \frac{p_1^2}{2} \right) + \frac{p_0}{R_g c_p} \frac{\partial}{\partial t} \left( \frac{s_1^2}{2} \right) + \nabla \cdot (p_1 \bar{u}_t) = \frac{T_1}{T_0} \left[ \tilde{\omega}_T + \nabla \cdot \left( \lambda \nabla T \right) \right] - \left( \frac{p_0}{R_g c_p} s_1 \right) \bar{u}_t \cdot \nabla s_0 \quad \text{(IV-55)}
\]

and then

\[
\frac{\partial e_{\text{ac}}}{\partial t} + \nabla \cdot (p_1 \bar{u}_t) = \frac{T_1}{T_0} \left[ \tilde{\omega}_T + \nabla \cdot \left( \lambda \nabla T \right) \right] - \left( \frac{p_0}{R_g c_p} s_1 \right) \bar{u}_t \cdot \nabla s_0 \quad \text{(IV-56)}
\]
where the fluctuation energy $e_{\text{tot}}$ (FE)\(^5\) now integrates velocity, pressure and entropy fluctuations:

$$e_{\text{tot}} = \rho_0 \frac{\bar{u}_i^2}{2} + \frac{1}{\rho_0 c_0^2} \frac{p_1^2}{2} + \frac{p_0}{R_e c_p} \frac{s_1^2}{2} = e_i + \frac{p_0}{R_e c_p} \frac{s_1^2}{2} \quad (\text{IV-57})$$

and now the source term $r_1$ is written:

$$r_1 = \frac{T_1}{T_0} \left[ \dot{\omega}_r + \nabla \cdot \left( \dot{\lambda} \nabla T_1 \right) \right] - \left( \frac{p_0}{R_e c_p} s_1 \right) \bar{u}_i \cdot \nabla s_0 \quad (\text{IV-58})$$

It is notable that the diffusive terms can be written as follows:

$$T_1 \nabla \cdot (\dot{\lambda} \nabla T_1) = \lambda \nabla \cdot (T_1 \nabla T_1) - \lambda (\nabla T_1)^2$$

and under the zero Mach number assumption, the mean pressure field $p_0$ is constant so that

$$\nabla s_0 = \frac{c_p}{T_0} \nabla T_0$$

If we consider the case with the viscous forces ($\mu \neq 0$) and the viscous stresses ($\tau_{ij} \neq 0$) in the volume the complete fluctuation acoustic equation (FEE) is:

$$\frac{\partial e_{\text{tot}}}{\partial t} + \nabla \cdot (p_1 \bar{u}_i) = \frac{T_1}{T_0} \left[ \dot{\omega}_r + \nabla \cdot (\dot{\lambda} \nabla T_1) \right] - \left( \frac{p_0}{R_e c_p} s_1 \right) \bar{u}_i \cdot \nabla s_0 + \bar{u}_i \cdot (\nabla \cdot \bar{T}_1) \quad (\text{IV-59})$$

The equation (IV-56) generalizes the classic acoustic energy form (IV-35) to the case of entropy/acoustic fluctuations and degenerates naturally to it in isentropic flows ($s_1=0$).

At this point the fluctuation energy equation may be integrated over the whole volume $V$ of the combustor and may be averaged time over a period of oscillation, as (IV-42), yields:

$$\frac{dE_1}{dt} + F_1 = R_1 \quad (\text{IV-60})$$

The source term is obtained by setting viscosity coefficient $\lambda$ to zero ($\lambda=0$):

$$R_1 = \frac{1}{T} \int_0^T r_1 dt dV = \frac{1}{T} \int_0^T \int_0 \left( T_1 \dot{\omega}_r - \frac{p_0 T_0}{R_e c_p} s_1 \bar{u}_i \cdot \nabla s_0 \right) dt dV$$

\(^5\) Another expression ([II-86], [IV-26]) for $e_{\text{tot}}$ is:

$$e_{\text{tot}} = \rho_0 \frac{\bar{u}_i^2}{2} + \frac{c_0^2}{\gamma \rho_0} \frac{\rho_1^2}{2} + \frac{\rho_0 c_v}{T_0} \frac{T_1^2}{2}$$
The second term of $R_1$ expression was not present in Chu’s article [II-87] and does not seem to have been discussed earlier than Poinsot and Nicoud ([II-86], [IV-26]). It describes how the overall fluctuation energy decrease when a positive fluctuation of entropy ($s_i > 0$) is convected toward region with larger mean entropy ($\mu_i \cdot \nabla s_0 > 0$), which is an expected result. A rough estimate of the order of magnitude of this term (without accounting for the phase shifts between the different terms) shows that the additional term related to the nonuniform mean entropy field is potentially larger than the classic Rayleigh term [IV-26]. Specific postprocessing of unsteady LES data is necessary to address this issue more precisely.

The instability criterion predicts that the combustion will be unstable if the source terms ($R_1$) due to combustion must be larger than the acoustic losses ($F_1$):

$$\int_0^T \int_0^\tau \left( T_i \frac{\partial T_i}{\partial t} - \frac{p_0 T_0}{R g c_p} s_i \mu_i \cdot \nabla s_0 \right) dt dV > \int_0^\tau \int_0^\tau p_i \mu_i \, dt \, dA$$

(IV-61)

### IV.7.4 Considerations about criteria from energy equations

Two forms of energy have been defined: the first is the classic acoustic energy ($AE$) introduced by various authors, the second is the fluctuation energy ($FE$) presented by Chu [II-87].

<table>
<thead>
<tr>
<th>Classic acoustic energy (AE)</th>
<th>$e_1 = \rho_0 \frac{\mu_i^2}{2} + \frac{1}{\rho_0 c_0^2} \frac{p_i^2}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluctuation energy (FE)</td>
<td>$e_{fluct} = \rho_0 \frac{\mu_i^2}{2} + \frac{1}{\rho_0 c_0^2} \frac{p_i^2}{2} + \frac{R g c_p}{2} \frac{s_i^2}{2}$</td>
</tr>
</tbody>
</table>

Table IV-1: Definitions of classic acoustic energy (AE) and fluctuation energy (FE).

The AE form uses only two variables (velocity and pressure) perturbations, while FE form uses the fluctuations of three variables (velocity, pressure and entropy).

The fact that entropy is present in this extended energy does not mean that the entropy mode of fluctuation has been added to the analysis [IV-26], because the zero Mach number was still used for the linearization process leading to the extended form of $e_{fluct}$. This means that only acoustic fluctuations are oscillating over time because the entropy and vertical modes correspond to the null frequency.

The two different expressions of acoustic energy (Table IV-1) lead to two energy equations (Table IV-2) and to different instability criteria (Table IV-3) in the simplest case where thermal diffusivity ($\alpha$) and viscosity ($\tau_{ij}$) are both zero and mean entropy $s_0$ is constant.
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Table IV-2: Conservation equations for acoustic energy (AE) and fluctuation energy (FE).

<table>
<thead>
<tr>
<th><strong>Acoustic energy equation (AEE)</strong></th>
<th>$\frac{\partial \epsilon_a}{\partial t} + \nabla \cdot (p_1 \overline{u}_1) = \left( \frac{\gamma - 1}{\gamma} \right) \frac{P_0}{\rho_0} \left[ \overline{\omega}_T \right] + \nabla \cdot \left( \lambda \nabla T_1 \right) $</th>
</tr>
</thead>
</table>

| **Fluctuation energy equation (FEE)** | $\frac{\partial \epsilon_{tot}}{\partial t} + \nabla \cdot (p_1 \overline{u}_1) = \frac{T_1}{T_0} \left[ \frac{\overline{\omega}_T}{\gamma} + \nabla \cdot \left( \lambda \nabla T_1 \right) \right] - \left( \frac{P_0}{R_g c_p} s_1 \right) \overline{u}_1 \cdot \nabla s_0 $ |

Table IV-2: Conservation equations for acoustic energy (AE) and fluctuation energy (FE).

The combustion instability occurs if the combustion source terms ($R_1$) overcome acoustic losses ($F_1$). Instability criteria are obtained by setting viscosity coefficient $\lambda$ to zero ($\lambda=0$).

<table>
<thead>
<tr>
<th><strong>Criteria for combustion instability</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Classical Rayleigh’s criterion</strong></td>
<td>$R_1 &gt; 0$ $\int_V \int_0^T p_1 \overline{\omega}_T , dt , dV &gt; 0$</td>
</tr>
<tr>
<td><strong>Extended Rayleigh’s criterion</strong></td>
<td>$R_1 &gt; F_1$ $\int_V \int_0^T p_1 \overline{\omega}_T , dt , dV &gt; \int_V \int_0^T p_1 \overline{u}_1 , dt , dA$</td>
</tr>
<tr>
<td><strong>Classical Chu’s criterion</strong></td>
<td>$R_1 &gt; F_1$ $\int_V \int_0^T \left( T_1 \overline{\omega}_T \right) , dt , dV &gt; \int_V \int_0^T p_1 \overline{u}_1 , dt , dA$</td>
</tr>
<tr>
<td><strong>Extended Chu’s criterion</strong></td>
<td>$R_1 &gt; F_1$ $\int_V \int_0^T \left( T_1 \overline{\omega}_T - \frac{P_0 T_0}{R_g c_p} s_1 \overline{u}_1 \cdot \nabla s_0 \right) , dt , dV &gt; \int_V \int_0^T p_1 \overline{u}_1 , dt , dA$</td>
</tr>
</tbody>
</table>

Table IV-3: Summary criteria for combustion instability for zero viscosity coefficient ($\mu$), zero thermal diffusivity ($\alpha$) and constant mean entropy ($s_0$).

Interestingly, the Rayleigh’s criterion predicts instability when pressure ($p_1$) and heat release ($\overline{\omega}_T$) fluctuations are in phase, while the classical Chu’s criterion requires temperature ($T_1$) and heat release fluctuations ($\overline{\omega}_T$) to be in phase for the instability to grow.

The expression of integrated equation obtained by Chu suggests that the classic Rayleigh’s criterion $\int_V \int_0^T p_1 \overline{\omega}_T \, dt \, dV$ should be replaced by $\int_V \int_0^T T_1 \overline{\omega}_T \, dt \, dV$ to characterize the stability of a combustor.

The Chu’s criterion extends the classic Rayleigh’s criterion to the case where the net energy flux at the boundaries can not be neglected and the entropy fluctuations are significant. It extended the analysis to the case where the entropy field is not constant over space, which is always the case when combustion occurs.

When acoustics and combustion get strongly coupled, oscillating regimes called combustion instabilities are observed. The mechanism leading to instability are numerous and many of them are still unknown so that is no reliable method to predict the occurrence and the characteristics of combustion instabilities without first firing the combustor.

The Rayleigh’s criterion being derived in a linear framework, its application to limit cycles could also be misleading, then it is necessary to understand the mechanisms creating the instability and
not only their manifestation through Rayleigh-type criteria. This can be achieved experimentally by studying combustion instabilities during their initial linear phase.

An important approach is to use theoretical and numerical approaches of Chu type expressions to derive an exact solution of the problem, and not just a part of it like the Rayleigh’s criterion approach.

Nicoud and Poinset ([II-86] and [IV-26]) showed that only FE form should be used in flames, in contradiction to many current studies performed for combustion instabilities. This can be showed by pursing the simple case of a domain with zero fluxes on boundaries and no combustion source term. In this situation the energy should only decrease and this decrease should be caused by dissipation. For simplification, the thermal diffusivity ($\alpha$) and molecular viscosity ($\mu$) are assumed to be constant for this example, and the gradients of the mean entropy ($s_0$) and heat capacity ratio ($\gamma$) are neglected. A revelant question is then to determinate which of the two forms in the Table IV-1 is the most adequate. According to Chu’s definition [II-87], a “good” fluctuation energy should be “a positive quantity characterizing the mean level of fluctuations which, in the absence of heat transfer at boundaries and of work done by boundary or body forces and in the absence of heat and material sources, is a monotone non-increasing function of time”, then the energy should only decrease in this situation and this decrease should be caused by dissipation.

For clarity, the thermal diffusivity ($\alpha$) is assumed to be constant for this example, and the gradients of the mean entropy so are neglected ($\nabla \cdot s_0 = 0$). Starting from the equations of Table IV-2, integrating over the whole domain and setting $\omega_i = 0$ and all boundary fluxes to zero ($p_0 = T_0$), (0) leads to the following equations:

$$\frac{\partial}{\partial t} \int_A e_1 dA = -\lambda \frac{1}{\gamma p_0} \int_A \gamma p_1 \nabla T_1 dA \quad (\text{IV-62})$$

$$\frac{\partial}{\partial t} \int_A e_{\text{tot}} dA = -\lambda \frac{1}{T_0} \int_A (\nabla T_1)^2 dA \quad (\text{IV-63})$$

since the following terms can be written:

$$p_1 \nabla \cdot (\lambda \nabla T_1) = \lambda \nabla \cdot (p_1 \nabla T_1) - \lambda (\nabla p_1) \cdot (\nabla T_1)$$

$$T_1 \nabla \cdot (\lambda \nabla T_1) = \lambda \nabla \cdot (T_1 \nabla T_1) - \lambda (\nabla T_1)^2$$

If the flow is isentropic, pressure ($p_1$) and temperature ($T_1$) fluctuations are in phase and the right-hand side of equation (IV-62) is always negative so that the acoustic energy (AE) form $e_1$ is a proper estimate of energy. In all other cases (e.g. non-isentropic), however, the right-hand side of equation (IV-62) can take any sign, increasing or decreasing the energy and making the AE form $e_1$ a quantity of limited interest. On the other hand the term of extended Chu’s equation (IV-63) integrated over the whole domain is truly dissipative term in all flows, even if they are non-isentropic.

Then a better understanding of the underlying physics can be obtained by using the fluctuation energy equation (FEE) rather than Rayleigh’s criterion and the classic acoustic energy equation (AEE) to analyze the Large Eddy Simulation (LES) numerical results.
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Postprocessing of LES fields of compressible reacting turbulent flows is needed to estimate the magnitude of the different terms of the criterion derived for the FE form, equation (IV-61). Specifically, such data would be necessary to study the behaviour of \( T_i \frac{\partial \phi_i}{\partial t} \) term with respect to its classic \( p_i \frac{\partial \phi_i}{\partial t} \) counterpart, as well as the magnitude of the term related to the mean entropy gradient.

Finally it is shown that the usual Rayleigh term is the source term \((R_1)\) of this equation, but that another term (acoustic losses, \(F_1\)) plays a significant role in the budget of this equation. It also show that the AE form is insufficient to describe fluctuations in the flames where entropy waves play a role.

IV.7.5 Extended analysis for non-zero mean flow

Nicoud and Poinot ([II-86] and [IV-26]) rederived the fluctuating energy equation of Chu and argued that the Rayleigh’s criterion is an incomplete description of the significant sources of fluctuating energy in combustion. Entropy disturbances through the flame were argued to be a significant source of disturbance energy, but Nicoud and Poinot’s formulation was conceptually problematic because they assumed zero-mean flow quantities.

Dowling [II-134] showed that terms other than the Rayleigh’s term existed for their differently defined acoustic energy equation, but she argued that these terms were small in practice.

Recently Giauque et al. [IV-31] showed that any equation stating disturbance energy conservation in combustion flows must start from equations of motion that at least include non-zero mean flow quantities and entropy variation. He considered a ducted premixed propane-air flame in a 2-D planar computational mesh resolved by a 50000 nodes mesh. Order of magnitude analysis suggests that the viscous stress, thermal diffusion and viscous dissipation terms are usually small in combustion. Some terms are 1000 times (or more) smaller than \( \frac{dE_i}{dt} \) and do not contribute to the global budget. The numerical results of Giauque et al. suggest that the time evolution of the global fluctuating energy is mostly governed by the heat release \( (\frac{\partial \phi_i}{\partial t}) \), heat flux \( \nabla \cdot (\chi \nabla T_i) \) and entropy \( (s_i) \) source terms, the contribution arising from the mixture changes over space and time being the largest of the negligible terms.

Giauque et al. [IV-31] have identified additional and significant energy density, flux and source terms, thereby generalizing the recent results of Nicoud and Poinot ([II-86], [IV-26]) to include non-zero mean flow quantities, large amplitude disturbances and varying specific heats. The associated stability criterion is therefore significantly different from the Rayleigh’s criterion in several ways. The closure of the exact equation is performed on an oscillating 2-D laminar flame. Results show that in this case the general equation can be substantially simplified by considering only entropy, heat release and heat flux terms. The first one behaves as source term whereas the latter two dissipate the disturbance energy.

The most recent results [IV-32] confirm the importance of the entropy fluctuations and the non-linear terms. However, it is also pointed out that to account for these terms is analytically tedious and numerically challenging. It remains to be seen whether stability analysis for systems of practical interest can profit from these developments.
Stability criteria which are like the Rayleigh’s criterion based on relative phases between fluctuations of velocity, pressure, fuel concentration, heat release rate, entropy, etc., have developed and used by Richards and Janus [II-30], Lawn et al. ([I-25], [I-26], [I-27], [I-28], [I-29], [IV-34]) and Polifke et al. ([IV-35], [IV-36]). Such criteria are certainly helpful for qualitative analysis of relevant feedback mechanisms, but one must be aware of their limitations. Phased-based criteria can be overly pessimist regarding the stability of a combustion system, because they cannot include the stabilizing effects of loss of acoustic energy.
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V. An application of instability control to Heavy Duty Gas Turbine: Siemens Vx4.3A

V.1 Siemens type Vx4.3A gas turbine

Siemens heavy duty gas turbines have been well known for their high power output combined with high efficiency and reliability for more than 30 years. Offering state of the art technology at all times, the requirements of the cooling and sealing air systems have increased with technological development over the years. In particular, the increase of turbine inlet temperature and reduced nitrous oxides emissions requirements demand a highly efficient cooling and sealing air system.

The new Vx4.3A family with an ISO turbine inlet temperature of 1190 °C work in the electric power range of 70 to 270 MW.

In 1995, Siemens started its first tests with the new gas-turbine family Vx4.3A in its test facility in Berlin. In contrast to the former gas-turbine family with silo-combustion chambers, annular combustion chambers were implemented to achieve an increased power density and efficiency and lower emission values. However, during the tests, combustion instabilities detrimental to a reliable operation of the gas turbines were observed. Already very early in the process of working out countermeasures against this phenomenon, it was decided that besides passive measures, such as operational modifications or an acoustic detuning by design modifications of the burner, also active measures for avoiding these instabilities should be developed and tested.

The hybrid burner ring (HBR) combustors of all Vx.yA engine are scaled according to the engine rotation speed and thus all have 24 geometrically scaled hybrid burners.

Fig. V-1, Tab. V-1, Tab. V-2 summarize the main performance data of the Vx4.3A series.

Fig. V-2 shows a longitudinal section through the upper half of this gas turbine. In contrast to former types of Siemens gas turbines that were fitted with silo combustion chambers, this family of gas turbines features ring combustion chambers. In total, this gas turbine comprises 24 Siemens hybrid burners spread uniformly over the circumference of its annular combustion chamber (Fig. V-3). Any Siemens hybrid burner may be operated both on liquid and gaseous fuels.

At start-up and with gaseous fuel, the burner is operated in diffusion mode. When a specific turbine power is reached, there will be a switch-over from pure diffusion to so-called mixed operation. For this purpose, a combination of diffusion and premix flames is used. When the temperature within the combustion chamber is sufficiently high to stabilise a pure premix flame, operation is switched from this mixed mode to purely premixed operation. To stabilise the premixed flame, every Siemens hybrid burner features an additional small diffusion-based pilot burner. This is a diffusion burner delivering approximately 10% of the thermal power provided by the complete burner unit.

It was found that certain part load operating modes were subject to oscillations. In addition to high sound pressure levels at discrete frequencies, standing sound waves – typical of combustion instabilities – were measured; these are characterised by localised amplitude minima and maxima, also called nodes and antinodes.
Fig. V-1: Features of Siemens-Ansaldo Turbo Gas.

<table>
<thead>
<tr>
<th>Type</th>
<th>Electric power output [MWc]</th>
<th>Frequency [Hz]</th>
<th>Efficiency [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>V94.3A</td>
<td>270</td>
<td>50</td>
<td>38</td>
</tr>
<tr>
<td>V84.3A</td>
<td>184</td>
<td>60</td>
<td>38</td>
</tr>
<tr>
<td>V64.3A</td>
<td>70</td>
<td>90</td>
<td>35</td>
</tr>
</tbody>
</table>

Tab. V-1: Performance Vx.3.3A frames [I-24].
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Tab. V-2: Siemens heavy duty gas turbine models [V-1].

<table>
<thead>
<tr>
<th></th>
<th>V94.3A</th>
<th>V94.3</th>
<th>V94.2</th>
<th>V64.3A</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 Hz</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gross electric</td>
<td>266</td>
<td>222</td>
<td>159</td>
<td>67</td>
</tr>
<tr>
<td>power output [MW]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gross efficiency [%]</td>
<td>38.6</td>
<td>36.2</td>
<td>34.3</td>
<td>34.9</td>
</tr>
<tr>
<td>[kJ/kWh]</td>
<td>9323</td>
<td>9945</td>
<td>10495</td>
<td>10305</td>
</tr>
<tr>
<td>Gross heat rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Btu/kWh]</td>
<td>8836</td>
<td>9426</td>
<td>9947</td>
<td>9767</td>
</tr>
<tr>
<td>Pressure ratio</td>
<td>17.0</td>
<td>16.1</td>
<td>11.4</td>
<td>15.8</td>
</tr>
</tbody>
</table>

Fig. V-2: Half-section drawing of a Vx4.3A series gas turbine.
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V.1.1 Combustion instabilities in Siemens type Vx4.3A gas turbine and ways of avoiding them

Basically, the possibilities available to prevent self-excited combustion oscillations can be subdivided into passive and active measures. For instance, increasing acoustical attenuation, acoustically detuning systems by design modifications, and operational modifications are considered passive measures. By contrast, active measures imply creating an external feedback loop using an actuator to influence combustion oscillations so as to damp them down.

The first industrial-size of an active control application was realised by Seume et al. ([II-10], [III-29]) in 1997 in the test facility of Siemens on the V84.3A based on a land-based gas turbine delivering 160 MW of electrical power. For this gas turbine, active control was achieved by means of anti-cyclical fuel injection, with direct drive valves (DDV) serving as actuators to modulate the pilot fuel. Six circumferentially mounted pressure transducers provided for the input signals of 6 independent feedback control loops, each featuring four valves. They were able to suppress the dominant frequencies at 217 Hz and 433 Hz by up to 86%.

This technique was then also extended to the largest type of this family of gas turbines, the V94.3A with an electric power output of 267 MW ([III-34] § 19, [III-30], [III-31], [III-32], [V-2]). For the largest version of gas turbine type Vx4.3A, that is V94.3A, the eigenmode is excited at a frequency of approximating 170 Hz (see Fig. V-4).

The equation \( f = \frac{n c}{\pi d} \) provides a theoretical estimate for the characteristic acoustical frequencies of azimuthal modes of any annular combustion chamber. At an average combustion chamber diameter of \( d = 3 \text{ m} \) and a speed of sound of \( c = 844 \text{ m/s} \) (assuming an average combustion...
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V. An application of instability control to Heavy Duty Gas Turbine: Siemens Vx4.3A

V.1.1.1 Passive control of Vx4.3A

Considering the fact that the generation of self-excited combustion instabilities depends on certain time lags (according Rayleigh criterion), selectively modifying those time lags is one possible means of suppressing combustion instabilities. The time lag most easily adapted is the convective time lag or the time required to convey the fuel/air mixture into the combustion zone. In order to make it possible a cylindrical extension, called a cylindrical burner outlet (CBO), was welded onto the burner nozzle (Fig. V-5). The length of this extension was selected so as to prolong the convective time lag by slightly more than quarter of the period of self-excited oscillation.

One possible cause for fluctuations of the heat release rate of the flame and thus for combustion instabilities are periodically generated vortices (i.e. periodic vortex shedding), which can be provoked by flow disturbances in the shear layer. To prevent these flow instabilities, the cylindrical extensions attached to the burner nozzles were inclined by 10° in respect to the flow axis on two neighbouring burners. Owing to the angle of inclination characterising these extensions, they are designated asymmetric burner outlets (ABOs). ABOs cause an uneven shear 6 They consider that the $\gamma^* R_{\text{gas}}$ for CH$_4$/Air combustion is about 400 J/(kg K)
Part 1: BIBLIOGRAPHIC REVIEW

V. An application of instability control to Heavy Duty Gas Turbine: Siemens Vx4.3A

layer distribution around the burner nozzle, thus reducing the formation of coherent structures, and displace the combustion zone downstream of its former position, thus increasing the time lag. Then another passive measure taken is the use of several burner types characterised by differing flame frequency responses and installing burners belonging to the same type asymmetrically, with reference to potential azimuthal modes: if burners belonging to the same type are not precisely located, for example on the potential pressure antinodes of the azimuthal modes to be prevented, they will not be optimally excited to combustion oscillations by the prevailing acoustics. Then, to prevent the in-phase lock of all 24 burners promoting the excitation of any azimuthal mode, the burners were selected to have differential time lags, and were arranged asymmetrically within the annular combustion chamber.

![Diagram](image)

Fig. V-5: The standard Siemens Hybrid Burner (a) and with schematic CBO extension (b), i.e. a cylindrical extension used to prolong the time lag required by the combustible mixture exiting the burner outlet to reach the combustion zone.
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V.1.1.2 Active control of Vx4.3A

In addition to these passive control, a multi-channel Active Instability Control (AIC) system was implemented to achieve further damping. In order to be able to damp combustion oscillations arising within this type of combustion chamber - appearing as azimuthal modes spreading along the circumference of the combustion chamber - every burner was fitted with a rapid Direct Drive Valve (DDV) ([II-34] § 19, [III-32], [V-2], [V-3], [V-4]): according to the frequency response of the used valve type the valves allow the control of combustion oscillations with frequencies of up to 400 Hz. This type of valve creates mass fuel flow modulations within the pilot gas supply of the burner which are anti-cyclical to the oscillations characterising the heat release rate within the flame, thus extinguishing them. Input signals for the feedback control system are obtained by measuring sound pressures with high temperature piezoelectric transducers within the combustion chamber indirectly at the burner flanges (Fig. V-6). In order to achieve optimum response, every single one of the 24 burners was fitted with its own actuator. Fuel supplies are normally particularly suitable for active control because, in industrial combustion systems, volume flow rates of fuel are often substantially lower than those of air: the fuel injection point no more than 3-4% of additional fuel will be required to control combustion oscillations.

Exploiting the symmetry characterising azimuthal modes, two actuators are driven by every feedback loop: a total of 12 control loops were used, with each loop comprising 1 pressure sensor and 2 valves as actuators (Fig. V-7). In tests run on various type V94.3A gas turbines delivering up to 267 MW of electric power according to ISO, Active Instability Control (AIC) systems were used to damp successfully a great variety of combustion oscillations for several burner variants and operating points.

The results achieved by means of passive measures were improved even more by employing an active control. By using AIC in combination with the best arrangement of ABOs, it was possible to increase maximum turbine power by 3%, and in combination with the best CBO arrangement by 2%.

With the AIC off the frequency spectrum of sound pressure shows two dominant frequencies of prevailing combustion instability at 145 Hz and 290 Hz. AIC reduced the two dominant frequency peaks by 20 dB (2\textsuperscript{nd} harmonic at 145 Hz) and 15 dB (3\textsuperscript{rd} harmonic at 290 Hz). The successful damping of combustion instabilities in various operating points of the gas turbine demonstrates the high flexibility of the employed active measures in dealing with this problem and allowing stable gas turbine operation over the entire range. The presented AIC system is currently being used with several V94.3A gas turbines.

This active control approach remains the first and only one which was actually applied in the field. Over 50 engines were equipped with this active instability control device.
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Fig. V-6: Schematic Active Instability Control (AIC) diagram of Siemens model Vx4.3A heavy duty gas turbine ([III-32], [V-2]).

Fig. V-7: Use of the symmetry of azimuthal modes, e.g. for the first harmonic. One pressure sensor and one controller provide the input signals for two rapid Direct Drive Valves (DDV).
V.1.2 Burner systems for syngas application in Vx4.3A’s annular combustion chamber

V.1.2.1 Integrated Gasification Combined Cycle technology and the employment of syngas

Integrated Gasification Combined Cycle (IGCC) is a strategically important technology. These integrated power systems offer the potential for reduced CO₂ emissions from power generation if combined with fuel gas decarbonisation [V-5]. IGCC also results in potentially improved efficiency compared to conventional pulverized coal. The fuel obtained from the gasification process is conventionally named syngas.

Syngas (synthesis gas) is a variable mixture of primarily hydrogen (H₂) and carbon monoxide (CO), that is commonly diluted with inerts such as nitrogen (N₂), steam (H₂O) or carbon dioxide (CO₂). Depending on the gasification process variables, and which solid is gasified (e.g. biomass, coal, tar), substantial changes in the resulting syngas composition occurs. These changes in the syngas composition can significantly alter the flame behaviour. Therefore, the composition of the fuel impacts the turbine life and emissions, and characterization of the flame behaviour at different fuel compositions is an important task. Furthermore, syngas combustion is prone to flashback due to high (laminar) flame speeds associated with its hydrogen content. Under atmospheric conditions the flame speed of a stoichiometric methane air mixture is about 40 cm/s whereas that of a hydrogen air flame is about 200 cm/s. Therefore, hydrogen flame propagates five times faster than a methane flame under atmospheric pressure. This mismatch between flame speeds leads to flame holding problems in a gas turbine engine environment.

To achieve a desired power output from syngas, high volumetric fuel flow rates are needed due to the lower heating value of the fuel per unit volume. This causes mixing problems inside the premixer due to high injection speeds of the fuel, and affects the combustion process downstream.

Another issue is the very lean burning of hydrogen-enriched mixture requires more combustion air. Resulting high volumetric flow rates then translate into higher axial speeds inside the premixer which lowers mixing time. This axial velocity also tries to push the flame away from its anchoring point (i.e. the center body) at the dump plane which poses significant problems with respect to flame holding and can yield to a complete blow-off (LBO). Gas turbine engines are operated near their lean blow-off limits due to emissions considerations. Hydrogen enrichment (i.e. %H₂, percent of hydrogen volume fraction) considerably extends the lean blowout (LBO) limits of the methane fuel. Hydrogen enrichment extends the LBO limit quite extensively [V-6].

The combustion properties of syngases are mainly determined by their H₂ and CO contents and are generally characterized by very high (laminar) flame speeds, a wide range of flammability limits and low ignition delay times which all contribute to a high risk of flashback phenomena. H₂ distinguishes itself from CH₄ (the main constituent of natural gas) in that its flame speed is an order of magnitude higher. Beside the combustion characteristics also the physical properties of H₂ are different from the ones of natural gas; for example its density is an order of magnitude smaller.

One of the most important parameters to take into account, when talking about stable and safe gas turbine combustion, is the turbulent burning velocity. This fuel gas property plays an even more
important role in the combustor design for fuel gases with high hydrogen content such as syngas, as it assumes much higher values for hydrogen-rich gases than for natural gas. Due to the peculiarity of this H\textsubscript{2}-rich fuels, syngas combustion is mostly adopted and studied in diffusion flames and highly diluted (with N\textsubscript{2} or steam) combustion. Concerning premixed flames, despite of the increasing quantity of current research activity involving premixed syngas, a deficit exists in general for lean premixed combustion experiments at gas turbine relevant conditions (e.g. high inlet temperature, high pressure). The lack of data is very obvious specifically for turbulent flame speed at such conditions.

V.1.2.2 Syngas application in Siemens Vx4.3A

The problem of climate change has initiated big endeavours for efficiency increase as well as techniques for CO\textsubscript{2} capture. IGCC technology has a high efficiency potential and is open for effective pre-combustion CO\textsubscript{2} removal: processes for CO\textsubscript{2} separation from the pressurized fuel gas are state-of-the-art and lead to an only moderate efficiency decrease of typically 5 to 7 % points (product CO\textsubscript{2} at gaseous state).

Saving primary energy sources in combination with more stringent emissions limitations, especially with regard to CO\textsubscript{2}, leverages advanced power plant technologies. IGCC is one technology which can meet these requirements while avoiding the use of high cost fuels such as natural gas. Via gasification IGCC is capable of operating on a wide range of fuels and offers the ability to produce a range of products including power, heat, hydrogen and other valuable chemicals. Future applications of IGCC can be configured to remove carbon components with minimal efficiency losses when compared to today’s technologies. However, these new advanced IGCC concepts require additional component development in the areas of integration and gas turbine combustion in order to keep IGCC technology competitive and reliable. This induced Siemens to enter into several programs which emphasize on syngas and hydrogen rich gas combustion and the development of advanced IGCC concepts with and without CO\textsubscript{2} capture. Enhancing efficiency and specific power output of future IGCC applications needs syngas burner technology which is applicable in high efficient gas turbines like Siemens Vx4.3A [V-1].

The application of the latest gas turbine technology in IGCC power plants is a vital next step in improving IGCC economics. This way, IGCC technology can profit from the enhanced efficiency resulting from higher turbine inlet temperature. Together with the higher unit power output this would lead to lower specific investment and improve IGCC’s competitiveness to conventional steam power plants.

One of the main difference between the standard combustion system of the existing, low firing temperature gas turbines and the current more advanced engines is the design of the combustion chamber. The compact design results in low residence time and thus decreased NO\textsubscript{x} formation. On the other side, for ensuring complete burnout of the different fuels (syngas, natural gas, fuel oil) combustor length has to be considered.

Modifications necessary for the integration into the advanced Vx4.3A as well as for NO\textsubscript{x} emissions reduction and improved operational/fuel flexibility lead to a prototype design by Siemens (Fig. V-8). This phase was supported by computational fluid dynamics (CFD) simulations. The calculation model was adjusted especially to the specific combustion conditions of syngas. Thermo-acoustic aspects of syngas combustion, which are of high priority in terms of operational behaviour and availability, were the objectives. This was supported by small scale
generic thermoacoustic tests. Based on the design and simulation work, a prototype of the advanced combustor was tested in an adapted single burner test rig under atmospheric and pressurized conditions.

Fig. V-8: Scheme of Siemens V94 series hybrid burner.
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VI. Background concepts: conventional optical techniques and theoretical approach for thermal emission of flames

VI.1 Emission spectra of flames

When energy is supplied to a body in particular forms such as heat or electrical discharges, the body restores part of this energy in the form of electromagnetic radiation. Spectral analysis consists of sorting this radiation in function of its wavelength, this distribution being called an emission spectrum. The radiation can fall into the visible (VIS) domain or it can be comprised in the infrared (IR) and ultraviolet (UV) domains.

It is hardly possible to give a description of the spontaneous emission of flames because the radiation is not only sensitive to temperature, varying with wavelength and the kind of gas mixture, but also depends on many other factors which include the gas/air or gas/oxygen mixture ratio, the gas purity, the burner type, the gas flow (laminar or turbulent), the presence of sprayed additives and the height of observation in the flame. The appearance of a recorded flame spectrum is also affected by the resolving power of the spectrometer. When large slit widths are used the detailed structure of the spectrum is smeared out and molecular bands look more like continua (quasi-continua).

The emittance distribution in the infrared emission spectrum of a hot gas depends on the temperature and pressure of the gas, and on the number of emitters which radiate at each wavelength. When temperature gradients exist in a gas, it is often possible to consider the gas to consist of a series of regions, each of which is isothermal within the precision of measurement. Temperature gradients affect the exchange of radiant energy between different regions of a hot gas and, consequently, affect the observed spectrum. As a result, in principle, it is possible to obtain information about the temperature distribution in a hot gas from its emission and absorption spectra.

Experience shows that the energy distribution (or spectrum) the spontaneous emission from flames can be classified according to different shapes. Thus the following types of spectra can be distinguished:

1. **Continuous spectra**, such as the ones radiated by the sun, in which the emitted energy is distributed in a continuous manner between all wavelengths within a certain domain, and which usually exhibits a maximum. This is the general case of radiation emitted by heated bodies in solid or liquid phase. Continuous spectra in combustion systems are generally observed in the sooty region of rich hydrocarbon flames. In some cases the continuous emission in flames may be due to processes such as recombinetion of ions, or associations of atoms and radicals.

2. **Discontinuous spectra**, in which the energy is mainly confined around certain narrow wavelengths: these types of spectra are attributed to isolated atoms or molecules. Spectra in the visible and ultra-violet regions are generally due to changes of electronic energy, i.e. to a transition from one configuration of electrons of the molecule to another configuration. This change determines the position of the band system as a whole. Accompanying changes in the vibrational energy of the atoms of the molecule determine the position of individual bands.
within the band system. Accompanying changes of rotational energy of the molecule as a whole determine the fine structure of individual bands, i.e. the fine line structure of the band.

In the reaction zone of flames, corresponding to the inner cone of the Bunsen flame, many unstable radicals such as CH, C₂, HCO, NH, NH₂ etc. may be formed and these do give appreciable emission in the visible (370-700 nm) and near ultraviolet (190-370 nm).

The visible radiation (370-750 nm) comes mainly from the inner cone, while the near infrared (750-1400 nm) radiation comes from the main body of the gases, both interconal gases of potential core and burnt products.

In the near infrared (750-1400 nm) region of the spectrum H₂O, CO₂, CO, NO and OH have strong vibrational bands.

The flames usually studied are:

a) Hydrogen flames
   Compared with other flames the hydrogen flames have the characteristic of a weak background emission. The spectra always show the marked OH bands with band heads at 281 nm, 306 nm (strong) and 343 nm.

b) Hydrocarbon flames
   Much more complex are the spectra of hydrocarbon flames, which not only produce the bands and the continua observed in hydrogen flames, but also emit radiation of hydrocarbon radicals.

About the intensity of emission lines, the intensity relations of the lines in a spectrum are of greatest importance for practical spectroscopy. In fact a quantitative analysis of the spectra is based on the existence of a definite relationship between the concentration of atoms or molecules, to be determined, and the intensity of a specific radiation. Several phenomena have a play in the measured intensity.

VI.1.1 Origin of spectra

The assumption underlying the assignment of a temperature to a system is that the system is in a state of thermodynamic equilibrium. Such a state can be characterized by the fact that it satisfies a number of conditions with the use of a single value of the quantity T, which then represents the temperature of the system.

The emission of the primary combustion zone (main combustion zone) especially and, to some degree, of the flame region above it, cannot be described in terms of thermal equilibrium. Hence, for a quantitative interpretation of the flame emissions, not only the concentrations of the emitting molecules and the flame temperature, but also the various formation and excitation mechanisms have to be known. In spite of diverse comprehensive investigations, these mechanisms are not yet entirely clear.

Moreover the probability of quenching collisions between the superthermally excited species and the gas molecules as well as the possibility of self-absorption must be taken into account. An additional difficulty in dealing with the primary combustion zone arises from the very pronounced spatial variations of the gas composition.
Most of the investigations in this field were undertaken with the direct purpose of understanding the combustion reactions or the structure of the radiating molecule instead of explaining the background emission of flames.

a) **Formation of excited OH:**

Excited OH radical, OH*, can be formed in the primary combustion zone by the following chemiluminescent reaction:

\[ CH + O_2 \rightarrow CO + OH^* \]

Other possible reactions, also of importance for hydrogen flames, are:

\[ O + H \rightarrow OH^* \]
\[ H + O_2 \rightarrow OH^* + O \]

Here also intermediate excited states or complexes can occur. Furthermore, an OH radical can be raised from the ground state into the excited state when it is involved as a third partner in a recombination reaction between two other particles such as:

\[ OH + (O)H + H \rightarrow OH^* + H_2O \]

The **OH emission spectrum** is in the in the visible and ultra-violet regions (UV-VIS). The existence of the OH molecule in flames and in many other laboratory or natural sources, is proven through the ultraviolet bands with a widely open structure, the strongest of which lies at \( \lambda=306.4\) nm. Due to the importance of OH in the kinetics of flames and related problems, the ultraviolet bands have extensively and thoroughly studied.

b) **Formation of excited CH and C_2:**

The formation of excited CH and C_2, CH* and C_2*, in flames has been debated for long time. Comparison of CH* emission from various flames leads to the conclusion that CH* is not formed by direct breakdown of acetylene but by a side reaction. The observation that CH* usually occurs higher in the reaction zone than C_2 suggests that it might be formed from C_2 by the reactions:

\[ C_2 + OH \rightarrow CO + CH^* \]
\[ C_2H + O \rightarrow CO + CH^* \]

The **CH emission spectrum** is in the in the visible and ultra-violet regions (UV-VIS). Three band systems ascribed to the CH molecule are emitted by the inner cone of the hydrocarbon flames; the strongest one is around \( \lambda=431.5\) nm, another one is between \( \lambda=362.8\) nm and \( 420.0\) nm, the last band is in the ultraviolet near \( \lambda=315.0\) nm.
VI.1.2 Qualitative information on the heat release rate by flame spectral analysis

Flame spectral analysis has been extensively used ([II-37], [II-44], [II-45], [II-43], [II-64], [II-143], [III-20], [III-41], [VI-1], [VI-2], [VI-3], [VI-4]) to provide qualitative information on the heat release rate. Chemiluminescent emissions occur when excited radicals, such as OH*, CH*, and C2*, formed within the flame front, return from an excited energy state to a lower energy state by emitting light at a characteristic wavelength.

The dependence of ultraviolet (UV) emissions on the combustion rate has been used by many investigators, particularly to obtain the time dependence of the heat release in unsteady combustion. Perhaps the first serious application was that of Hurle et al. [II-64] who measured C2* and CH* emissions from a premixed ethylene/air flame and correlated them with acoustic pressure. Later, Büchner et al. [VI-5] and Keller and Saito [VI-6] both used OH* emission to deduce the heat release from pulse combustors, while Poinset et al. [II-37] used C2* emission to investigate combustion instabilities in a dump combustor. More recently, Pont et al. [VI-7] have recorded complete OH* images of a dump combustor flame on a CCD camera. Paschereit et al. [VI-8] have done the same on a swirl burner flame, phase-locking the camera to the pressure signal.

Usually it is thought that intensities of chemiluminescence from OH* and CH* and background intensity from CO2* are good indicators of heat release rate, whereas that from C2* is not [II-143].

Early experiments in premixed flames suggested that the intensity of chemiluminescence from these radicals might be a good marker of heat release ([II-64], [III-41], [VI-1]). Subsequent studies used this hypothesis without additional evaluation of the influence of combustion parameters (i.e., equivalence ratio, pressure, temperature, and flame strain rate) on the chemistry of the excited radicals leading to chemiluminescence and its potential link to heat release ([II-37], [III-20], [VI-2], [VI-3], [VI-4]). Chemiluminescence from CO2* has also been used to measure heat release in lean flames ([II-44], [II-45]), although higher uncertainties are expected in partially premixed flames, since the chemiluminescence from CO2* is a continuum possibly contaminated by light emitted by other radicals.

Nonetheless, a recent attempt [II-43] to study numerically the chemistry of the radicals OH*, CH*, C2*, and CO2* suggested that their chemiluminescence does not follow well the heat release rate in unsteady premixed stoichiometric methane flames diluted with nitrogen. Instead, it was found that HCO radicals are more suitable to represent the heat release rate, since they are associated with the main reaction path of the fuel [II-43]. However, laser excitation of HCO radicals was found to be very difficult. That study was limited to unsteady flames with high curvature and did not present supporting experimental evidence to verify the chemical model used for calculating the chemiluminescence.

Therefore, additional work on the technique is required to evaluate the ability of chemiluminescence to monitor the heat release rate.
VI.2 Conventional optical techniques

Monitoring and controlling a flame’s heat release rate, the local equivalence ratio, and the degree of premixedness of the reacting mixture are of great interest for industry, because of the dependence of pollutant emissions, combustion oscillations in gas turbines, and variability of automotive engine operation. It is, thus, important to have a reliable method to measure these parameters in combustion systems. For many years, sampling probes have been used to measure concentration of various species in flames, to estimate the fuel/air ratio. However, probes cannot identify the presence of reaction at the measurement location and cannot obtain time-dependent measurements; they disturb the flow and lead to large uncertainties, especially in regions with large concentration gradients. Therefore, optical techniques have been developed and are now briefly reviewed.

Turbulent combustion is complicated due to the fact that chemical kinetics and turbulent fluid flow mutually interact with each other. More insights into this mutual interplay can therefore be gained from simultaneous flow and scalar field measurements by optical techniques. It is important to remember that the development of optical spectroscopic techniques can be dated back to the beginning of the XX century.

VI.2.1 Optical techniques for concentration of chemical species

A thorough analysis of combustion environments cannot disregard the information on local concentrations of the molecular species taking part in the chemical reactions characterizing the combustion processes. Admittedly, the task is incredibly difficult because an ordinary event of combustion is made of tens (if not hundreds) of significant reactions running at the same time and involving many different molecular constituents. To track all of them is impossible. Nonetheless, there are a few species that are relatively easy to detect and, fortunately enough, are of great interest for their intimate relationship with the combustion as a whole. In particular, diatomics (molecules made of two atoms) can be measured under different circumstances because they possess not too complex schemes of energy levels. For instance, this is the case of nitrogen (N₂) and oxygen (O₂) molecules that have a primary importance in air-fed combustion, or we may also think of some of the most important polluting species, i.e. nitrogen and carbon monoxides (NO and CO). The situation becomes very problematic with more complex molecules. However, some triatomics (molecules made of three atoms) are still detectable, even though their optical response is complicated by the more intricate molecular photo-dynamics. The typical example is water (H₂O) that constitutes one of the major combustion products or we could name pollutants, such as nitrogen and carbon dioxide (NO₂ and CO₂). Other than di- and triatomics, there are just very few molecules that can be detected with a certain accuracy. Likely, the main hydrocarbon fuels, such as methane and ethane, or some interesting intermediate species (formaldehyde) can be spectrally identified with acceptable difficulty.

Despite the limited number of molecules that are technically detectable, the above-mentioned scenario is more than enough. Usually, one or two molecular species are observed for local concentration measurements (either spatially resolved through point-like acquisitions or imaged with field techniques). For instance, images of the distribution of hydroxyl radical (OH) can be very rich in information. Rather often, this type of data is associated with other diagnostic means...
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capable of complementary data (e.g., temperature or velocity) so that the researchers can reach a comprehensive understanding of the processes they are looking at.

Premixed flame front can be characterized not only by a steep rise of temperature, but also by the presence of radical molecules, such as OH and CH, whose spatial distribution across the flame front is known and distinguished from that of non-premixed processes. The radical CH has a symmetric distribution and is highly peaked in the proximity of the front inner layer. The radical OH has, instead, a strong gradient in the thermal flame front but it decreases very slowly in the region of combustion products.

Several techniques are conceived to obtain measurements of chemical species. It is possible classifying these laser methods in reference to the characteristics of their signals. According to this criterion, we distinguish two groups [VI-9]:

1. One group is made of incoherent techniques. The term “incoherent” refers to the fact that the molecules exposed to one (or more than one) laser beam react independently from each other and, for this reason, the final signal is proportional to the number of radiating molecules. Furthermore, the incoherence results in an optical response that is usually isotropic (i.e., the signal is dispersed over the whole solid angle) and, for this reason, the typical experimental set-up is prepared in a 90 degree geometry. The incoherence translates the independence of an excited molecule from the surrounding excited molecules. In other terms, each radiating molecule acts on its own and, caused by the random orientation of the molecules filling the interaction region, the scattering of the emitted light occurs in all directions.

The most popular examples of incoherent techniques used in combustion science are Laser Induced Fluorescence (LIF), Spontaneous Raman Scattering (SRS, or SpRS), Laser Induced Incandescence (LII, that is particularly indicated for soot diagnostic) and, in some way, Tunable Diode Laser Absorption Spectroscopy (TDLAS).

2. The second group is made of coherent techniques. Those laser methods emphasize the collective optical response of the excited molecules. The coherence is a collective phenomenon, in which molecules (or atoms) participate in coordination with each other. The coherence of the emitted macroscopic field is then the resultant cooperation of many microscopic fields, each one associated with the response of single molecules to the exiting laser fields. This fact leads to three important characteristics of the coherent techniques: they are non-linear, fairly intense and show directional sensitivity (phase matching). These aspects can be understood by considering that the macroscopic field stems from a vectorial sum of many microscopic fields. If these cooperate, the squared modulus of the resultant macroscopic field (note that this is the quantity measured by photo-sensitive detectors) depends non-linearly on the number of the microscopic sources, that is the number of molecules. The vectorial structure joined up with the coherent nature of the resultant field is also responsible for the directional properties. Finally, the constructive interference, typical of coherent phenomena, determines the increased strength of the signals found in coherent laser spectroscopies.

Therefore the coherence manifests itself in a non-linear behaviour of the signal (this means that the emitted radiation is not proportional to the number of radiating molecules) and, additionally, the signal is not distributed over the whole solid angle, because it shows directional properties (phase matching). This is the reason why experimental set-ups for
coherent techniques require a line-of-sight optical access, and the direction of detection coincident with direction of propagation of the laser beams. The coherence is one of the fundamental properties of light beams.

The foregoing favourable characteristics are however tainted with critical disadvantages. The coherence is generated and controlled by more than one laser beam. Typically, three laser fields are needed for the purposes of the main popular combustion diagnostics (i.e. CARS). For this reason, it is commonly observed that coherent techniques are synonym of dielectric non-linearity (i.e., dependence on two or more electric fields). The feature is not without consequences. On the experimental side, the minimum requirement of two laser systems and the crucial sensitivity to the optical alignment render the measurements difficult. On the theoretical side, the data interpretation is very elaborate and much more sophisticated than the theoretical analysis of incoherent techniques.

The most common examples of coherent techniques used in combustion science for detection of chemical species are **Coherent Anti-Stokes Raman Scattering (CARS)** and **Degenerate Four Wave Mixing (DFWM)**.

Among the optical laser-based techniques, which have become more and more important in recent years for temperature measurement applications, are [VI-10]:

a) **LIF (Laser Induced Fluorescence).**

The basic principal of the laser-induced fluorescence technique is that laser radiation is used to selectively excite an atomic or molecular species of interest to an upper-electronic state via a laser-absorption process. The excitation process is followed by the spontaneous emission of a photon when the excited atom or molecule decays back to a lower-energy level. The spontaneous emission is referred to as *fluorescence* or as *laser-induced fluorescence*, and its intensity can be related to the number density of the species of interest.

Then, LIF is a technique that is based on resonant excitation of small molecules. Laser induced fluorescence with excitation in the UV is frequently used for thermometry and the detection of minor combustion-related molecules such as OH, CH, NH, C₂, NO, CO, O₂, HCHO and others. Fluorescing organic molecules have found an interest as tracers that allow quantitatively observing fluid mixing processes as well as fuel concentration mapping.

One of the final remarks on LIF is about the possibility of two-dimensional imaging (PLIF, or Planar LIF). This version differs from traditional LIF in terms of laser excitation (a sheet of laser light is arranged by means of a proper optical system of lenses) and detection (usually made by means of an intensified CCD equipped with a specific interference filter). In effect, most of laser imaging as to detection of chemical species of combustion interest is based on two-dimensional fluorescence maps.

The fluorescence signal is directly proportional to the concentration of the absorbing species. It is important to note that quantitative fluorescence measurements are not always necessary and that useful information can often be obtained from qualitative measurements that provide a relative measure of the number density, or in some cases only indicate the location, of the species of interest.

A useful application of Laser-Induced Fluorescence in the study of combustion dynamics is in the characterization of fuel-air mixing. Measurement of fuel-air mixing is important...
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because both the temporal and spatial fuel distribution can have a significant effect on the stability characteristics of the combustor.

b) SRS (Spontaneous Raman Scattering, or SpRS).
Raman scattering is used to measure major species concentrations such as H₂, O₂, N₂, CO, H₂O, CO₂, and CH₄. Often it is applied simultaneously with Rayleigh scattering which is used to measure temperatures assuming the validity of ideal gas law. Although SRS is very common in basic combustion research, where the extreme richness of the Raman processes is well recognized, industrial applications are problematic, however attempts on SRS detection in systems of industrial interest cannot be neglected.

c) CARS (Coherent Anti-Stokes Raman Scattering).
The CARS technique belongs to the class of nonlinear, coherent processes. The signals of coherent processes are generally strong and emitted in a laser-like beam, but the signal generation depends nonlinearly on the concentration of the probe molecules and is also intrinsically a nonlinear function of the exciting laser intensities. CARS therefore imposes stronger demands on the laser source such as stability, beam quality and mode structure, and, since two laser beams are involved, on alignment. Three electric fields are necessary to produce the CARS response and, in turn, this implies that three laser beams are combined together to generate the fourth electric field, the anti-Stokes field, that gives rise to the CARS signal. Despite the difficulty of handling three interacting laser fields, the potential of CARS as an important approach for high-resolution molecular spectroscopy are clearly recognized. Species of combustion interest, diatomics such as H₂, N₂, O₂, CO, NO, or the triatomics H₂O, CO₂ can be worked out by CARS. The CARS technique allows only point measurements. However, due to its high accuracy, CARS is often used to define a temperature standard for the investigation and validation of other thermometry methods.

d) TDLAS (Tunable Diode Laser Absorption Spectroscopy).
Actually, the first three techniques have been considered for sake of completeness, because they can hardly be applied to the case of interest on gas turbine plants. The only laser techniques that the comparative analysis has shown to be promising for the measurement of interest in gas turbines is TDLAS high resolution spectroscopy based on tunable diode lasers. Tunable Diode Laser Absorption Spectroscopy (TDLAS) is a technique for measuring the concentration of certain species such as methane, water vapour and many more, in a gaseous mixture using tunable diode lasers and laser absorption spectrometry. The advantage of TDLAS over other techniques for concentration measurement is its ability to achieve very low detection limits. Apart from concentration, it is also possible to determine the temperature, pressure, velocity and mass flux of the gas under observation [VI-11]. This technique is recently becoming more and more popular for both temperature and species concentration measurements thanks to the diode laser advantages for field applications, such as compactness, high reliability, reduced maintenance, low cost. Very important for use in harsh or difficult to access industrial environment is also the diode laser suitability for coupling with optical fibers. TDL (Tunable Diode Laser) based
sensors have been developed for advanced aeropropulsion applications, but most of them are also applicable to land-based gas turbines. Typical temperature measurement range is 300 to 3000 K. Such sensors are at the moment recommended for use by the Research Community, but more development is underway to demonstrate the possibility of applying this technology also in real gas turbine combustors.

A method to detect frequency-resolved temperature fluctuations using a diode laser-based sensor was developed and applied to the scramjet test rig [VI-12].

Optical techniques need one or two optical access. Whereas for unconfined, atmospheric conditions an optical access entails non principal difficulty, pressurized conditions increase the effort dramatically. In any case an optical access to the interior of a nozzle is hindered by its rather small dimensions causing interfering reflections.

VI.2.2 Optical techniques for velocity measurements

A turbulent flow field is characterised by its mean and \( \text{rms} \)-values (root mean square = second statistical moment) of all three velocity components. Any experiment of fluid dynamics faces the problem of measuring dynamical variables without perturbing them, and laser techniques can help us in that. Flow field measurements in turbulent combustion benefit from developments in fluid mechanics, then the most popular optical techniques used are:

a) **LDV (Laser Doppler Velocimetry)**. LDV is a very famous non-intrusive method for the measurement of fluid velocities that could range from few millimetres per second up to supersonic flows. This laser technique allows only point measurements of the velocity. LDV measurements are free from calibration needs.

b) **PIV (Particle Image Velocimetry)**. It is an imaging technique according to which the information about the velocity comes from a comparison between two successive images of the scattered light captured by a CCD camera that freezes the particles at the positions of the two subsequent (and known) instants of the laser pulses. Each image is then divided into sub-regions, usually called interrogation windows and a cross-correlation algorithm between two corresponding interrogation windows yields a map of vector displacement, each representing the average displacement of the particles contained in the interrogation windows. The knowledge of the pulse to pulse delay or, equivalently, the lag between the recorded images leads to the definition of a vector velocity map of a bi- or three dimensional fluid dynamic field.

c) **PTV (Particle Tracking Velocimetry)**. It is a technique to measure velocity of particles. The name suggests that the particles are tracked according a lagrange-based approach, and not only recorded as an image.

d) **PDA (Phase Doppler anemometry)**. Liquid fuels are often used and their injection into the combustion chamber through atomizers results in a spatial distribution of droplets (spray). It gives a simultaneous measurement of the velocity and size of the particles.
These techniques, however, cannot measure the fluid-dynamical state on the spatial scale of the molecular constituents of the fluid and, therefore, \textit{seeding with solid particles} is the inescapable operative condition for the application of laser methods. Alternatively, if droplets are present (like in combustion of atomized liquid fuels or in seeding with oil droplets), these can function as laser light scatterers and the recourse to seeding with solid particles can be avoided.  

\textit{Mie scattering} is an elastic scattering process, that is, the wavelength of the scattered light is the same as the incident light, which occurs when the dimension of the object (i.e. seeding particles) from which the light is scattered is greater than the wavelength of the incident light. In these three optical techniques Mie scattering off chemically inert particles (e.g. Al$_2$O$_3$, alumina; MgO, magnesium oxide; ZrSiO$_4$, zirconium silicate; TiO$_2$, titanium dioxide) are seeded into the flow upstream the nozzle that is monitored. The melting point of the seeding material must be well above the adiabatic flame temperature to access post-flame regions. On the one hand the particle size needs to be sufficiently small to minimize slip relative to the continuous phase. On the other hand the particle response time should allow tracking velocity fluctuations of several kHz with slip of less than 1%. In practise, an upper limit of mean seed particle diameter is at the order of 1-2 $\mu$m. However, Mie scattering intensity decreases in a non-linear manner with decreasing particles sizes. With common instruments the signal-to-noise might be too low for particles smaller than 0.5 $\mu$m. However, as Mie scattering intensity decreases in a non-linear manner with decreasing particle diameter, particles too small will result in poor signal-to-noise. Flames burning very close to extinction are very sensitive to external disturbances. Particle seeding required for Velocimetry can cause significant shift of the extinction limits. Thus seeding densities must be reduced and this entails poor spatial resolution for PIV.

\textbf{VI.2.3 Optical techniques for temperatures}

Temperature is a particularly important variable in industrial combustion applications because it directly or indirectly affects a number of other important variables. The product temperature is often a critical parameter in most processes. While there is usually a minimum temperature that must be reached for adequate processing, there may also be a maximum temperature above which product quality is reduced. Higher than necessary product temperatures not only increase fuel costs, but they may also increase cooling costs after the product exits the combustion process.  

Thermometric measurements are of primary importance in the analysis and the control of combustion processes. As a matter of fact, the chemical routes, established by specific chemical reactions, depend very much on the temperature at which they take place. For this reason, the temperature is one of the most important parameters that influence dramatically the whole combustion efficiency as well as heat release and formation of the pollutants. It is then not surprising that many laser measurements, designed for diagnostic purposes, face the problem of how to obtain an experimental evaluation of the high temperatures developed during the combustion. Various techniques can offer a solution to the problem. The most known are Rayleigh, LIF, SRS, CARS and TDLAS. These thermometries are subject to calibration. Laser-based techniques imply the use of sophisticated technology which is hardly suitable for industrial applications. The main disadvantages of conventional techniques lie in their poor spatial resolution and in the fact that they provide an average measurement over the entire gas path length investigated. Although it is in general better than intrusive probe-techniques
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(thermocouple, hot-wire anemometer, etc.) smallest length scales of highly turbulent combustion processes often cannot be resolved.

Conventional optical spectroscopic techniques for temperature measurements can be distinguished into two main categories:

2. The first category are techniques based on thermal irradiance measurements (derived from the Planck distribution law and the Kirchhoff radiation law).

   Most measuring methods are based on the comparison between the radiation emitted by hot gases and by an ideal blackbody. All of them assume that gas reflectivity is negligible even if, for gases containing high concentrations of solid particles, this condition is not always satisfied. In addition, such methods are not generally suited for reacting gas mixtures. From the practical point of view, since an attenuation or absorption measurement of light emitted by an IR source turns out to be always necessary, two opposed optical ports of significant diameters are required.

   In order to obtain the true thermodynamic gas temperature it is necessary to know the gas emissivity in the spectral range used for described measurements.

3. The second category are techniques based on intensity distribution (dependent on the Boltzmann distribution function).

   CARS is nowadays considered to be the most mature coherent technique for temperature measurements in hostile environments. However, accurate thermometry is accomplished after very complex spectral analysis that requires very heavy computational work.

   CARS thermometry is widespread. The reason of this success is due to several factors. The signal is collimated and therefore is exceptionally strong in comparison with other accurate laser-based thermometric diagnostics (LIF and SRS). Limitation to temperature ranges, such as in LIF thermometry from radicals, does not matter here for CARS. Besides, there is sufficient knowledge of some of the main Raman species produced in flames, furnaces or other combustion systems. Indeed, in analogy with SRS thermometry, the typical CARS molecule is nitrogen that is well studied and is ubiquitous in air-fed combustion environments. For other applications where nitrogen is not one of the main constituents, there are other suitable molecules (hydrogen, oxygen, carbon and nitrogen oxides, water vapour) whose CARS spectrum is well-established and can be used for thermometric purposes. Another factor that promotes CARS thermometry is its versatility in view of the fact that different experimental strategies are available.

   Tunable Diode Laser Absorption Spectroscopy (TDLAS) involves measuring the attenuation of a beam from a diode laser as it passes through a gaseous region to measure temperature and/or species concentrations. The laser wavelength is scanned over a small range that encompasses at least one absorption line of the molecule of interest. Transmitted light intensities are measured using a photodetector and the signals are analyzed to obtain the desired parameters. The beam from a diode laser is typically highly divergent, and thus needs to be collimated using a lens or parabolic mirror so that it can traverse a path long enough for the given application. As it transits the measurement zone, the beam gets absorbed by the molecules of interest, and the remaining intensity is measured by the detector. Since molecular absorption is typically a function of wavelength, the laser wavelength is scanned while acquiring the data, producing a transmission spectrum.

   Several existing instruments, including suction pyrometers, IR spectrometers, and acoustic pyrometers are already in regular use for combustion gas temperature measurement. However, convectional sensors are often subject to errors due to disturbances caused by the presence of the probe and slow response time. Tunable Diode Laser (TDL) absorption spectroscopy seeks to
overcome limitations sometimes associated with these traditional instruments. This technique is of particular interest for industrial combustion applications since it provides the following features:

- capability to measure temperatures in excess of 1650 °C,
- nonintrusive and in situ,
- optional capability to simultaneously measure concentrations of species such as H₂O, CO, CO₂ and O₂,
- fast response time,
- well-defined measurement zone geometry.

Recent TDL temperature sensor installations in combustion environments have revealed difficulties that require innovative solutions. Challenges are related to the robustness of the sensor hardware, interferences from harsh environments, and spectroscopic uncertainties. The full potential of TDL-based sensor systems for industrial combustion monitoring has not yet been realized, and it is only a matter of time before diode laser sensors enable new levels of efficiency through active control of industrial processes such as power generation.

### VI.2.4 Combined laser techniques for simultaneous measurements

Promising applications concern turbulent combustion, where the diagnostic of the interaction between the chaotic fluid-dynamic field and thermo-chemical reactions of combustion is of primary importance.

Premixed combustion is of increasing technological relevance due to lower NOₓ emissions at lean equivalence ratios. A proper design of future low NOₓ combustors depends on more reliable numerical simulations of turbulent premixed combustion processes. Although a variety of models such as the Bray-Moss-Libby (BML) model, the thickened flame model, the Linear-Eddy Model (LEM), or the G-equation approach have been applied in a RANS (Reynolds averaged Navier-Stokes) or LES (Large Eddy Simulation) context during the last two decades, there is still an ongoing scientific debate how to model turbulent premixed flames. To check the validity of single unclosed terms in the transport equations or to validate integral models determining entire turbulent flames, there is a need for experimentally well investigated target flames.

Whereas much progress has been attained already for non-premixed flames, much less comprehensive experimental data suitable for model validation of turbulent premixed target flames exist. Transient phenomena (e.g. flame extinction, humming or combustion roar), founded on the complex interaction between turbulent mixing and chemical reactions, are little understood. The possibility of measurements of different combustion parameters taken at the same time is a general and intriguing perspective, which could be accomplished by a suitable coupling of two or more techniques. Different combined techniques for simultaneous measurements can be made:

1. **Simultaneous LDV and OH-PLIF measurement**
   The transient OH-contour deduced from single-shot PLIF-images was used to determinate the radial displacement Δr of the actual velocity measurement from the turbulent flame front allowing designation of conditional velocities.
2. Simultaneous PIV and OH-PLIF measurement

A simultaneous application of PIV and a visualization of the reaction zone by PLIF is preferable because the two-dimensional nature of PIV provides estimates of vorticity and dilatation. Transient locations of the reaction zones can be identified by radical distribution such as OH or CH measurable by PLIF and serve to deduce local flow field properties conditioned by the reaction zone.

VI.2.4.1 PIV study of acoustic-flame interaction

An experimental technique suitable for studying fluid dynamic-acoustics interaction is the Particle Image Velocimetry (PIV). Although PIV requires seeding of the flow, PIV is known as a non-intrusive technique since it has been well-verified through applications, such as the measurement of turbulent flows. However, the presence of a sound field in the fluid under investigation arise some issues that may make this concept questionable [VI-13]. First, to capture acoustic motions, images must be recorded rapidly enough to track fast tracer particles: due to difficulties associated with this issue, the literature on this topic is quite sparse ([VI-13], [VI-14], [VI-15]). Second, the interaction between sound field and tracer particles in a PIV measurement is mutual and may have a strong intrusive participation ([VI-13], [VI-16] § 8.10). In fact, when a fluid contains inhomogeneities such as suspended particles or regions of turbulence, a sound beam looses its acoustic energy faster than in homogeneous media. The excess attenuation in suspensions arises from absorption (the conversion of acoustic energy into thermal energy) and scattering (the reradiation of incident acoustic energy out of the incident beam). Hence, the presence of tracer particles in a fluid can cause attenuation of the propagation of sound in that fluid. At the same time, it must be observed that the effect of sound field on the tracer particles was found to be negligible for low to moderate acoustic frequencies and sound intensities [VI-13]. Despite the difficulties in tracking the tracer particles, periodic vortex shedding induced by an external acoustic field has been observed by several authors at orifices and at the open end of tubes ([VI-17], [VI-18]) without jets. Furthermore, the shear layer instability and the response of a bluff-body flame to fluid-dynamic oscillations have been recently analyzed by means of PIV ([II-113], [II-114]).

While PIV technique can be used to gain information on the fluid-dynamic field, LIF (Laser Induced Fluorescence) can be used to investigate changes in the flame front topology and combustion.

VI.2.4.2 PLIF study of acoustic-flame interaction and flame front

Planar LIF imaging (PLIF) is one of the most widely used non-invasive techniques to measure species concentration distribution in two-dimension. A great difficulty in PLIF is converting the measured LIF signal into absolute concentrations. Nevertheless, semi-quantitative LIF has been used advantageously in several applications [VI-19] to understand qualitatively the flow and the species concentration field, especially in combustion environments. PLIF based on the excited radical OH* is very powerful and attractive since OH gradients are generally found to correlate well with the position of the local flame front ([VI-20], [VI-21], [VI-22], [VI-23], [VI-24], [VI-25], [VI-26], [VI-27], [VI-28], [VI-29], [VI-30]). Furthermore, information about the heat
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release in flames can be estimated from conventional chemiluminescence measurements of naturally excited OH*, CH*, C₂* or CO₂* [VI-31]. Clark [VI-32] correlated OH*, CH*, C₂* and CO₂* chemiluminescence to flow rate, fuel type, and equivalence ratio as early as in 1958. More recently, the dynamic behaviour of flames was studied using measurements of OH* chemiluminescence as an indicator of chemical reaction rate [VI-33]. OH* chemiluminescence was shown to be an accurate indicator of chemical heat release rate in both steady ([II-51], [VI-34]) and unsteady conditions [VI-35].

VI.2.4.3 Simultaneous PIV and PLIF measurement

As a matter of fact optical techniques result quite powerful in combustion studies. Fundamental studies about acoustics-flame interaction are commonly focused on simple configurations, such as laminar flames acoustically perturbed by means of loudspeakers, and performed using PIV or PLIF techniques separately. For example, Khanna [VI-36] measured the response of a laminar flat-flame and a turbulent swirl-stabilized flame to velocity fluctuations produced by a loudspeaker using OH* chemiluminescence as an indicator of heat release rate. Recently parallel use of PIV and PLIF was shown to be attractive to understand acoustics-flame interaction ([VI-28], [VI-36], [VI-37], [VI-38], [VI-39], [VI-40], [VI-41], [VI-42], [VI-43], [VI-44]). The use of PIV and PLIF can reveal the effects produced by forced acoustic waves onto combustion.

VI.3 Image-based techniques for the monitoring of flames: CCD cameras

Industrial flames are an outstanding example of complex reacting flows. They involve many physical and chemical magnitudes (velocity, temperature, radiation, chemical species, reaction rates, etc.), usually displaying large spatial and temporal variations. An enormous amount of information is, therefore, necessary to describe a flame in detail. Scientists have developed many diagnostic methods which have contributed significantly to the progress of the combustion science. However, their use is still mostly restricted to research studies, with scarce applications for the supervision of practical flames. In general, most industrial combustors use conventional instrumentation, whose capabilities for flame monitoring are notably poor; in many cases, only input flow rates and flue gas composition are measured. There is an obvious need for new monitoring techniques, suitable for industrial use and, preferably, capable of providing direct information on the properties of the flame, which is the core of a combustion process. New developments in this field might open new possibilities for the supervision of the process and, ultimately, would greatly facilitate the development of advanced combustion controls. In this context, vision-based techniques are emerging as a viable alternative for the monitoring of practical combustion equipment. These methods are based on the capture of radiation spontaneously emitted by a flame (as opposed to laser-based techniques, requiring external illumination) and offer some important advantages:

- they are nonintrusive,
- flame images can be recorded with rugged, relatively cheap sensors,
- they provide direct information on the flame
- include a large amount of data in the form of 2D-maps.
VI. Background concepts: conventional optical techniques and theoretical approach

This, together with the fast progress in sensor technology, probably explains the growing interest in the use of CCD (Charge Coupled Device) cameras for the monitoring of industrial flames. A significant shortcoming is, however, the difficulty of converting flame images into meaningful results.

A wide range of imaging methods is currently available. Active techniques (i.e., requiring external illumination, usually a laser) are used in research studies to determine the spatial distribution of species concentrations, temperature or velocities. Practical reasons still prevent, however, their use for the monitoring of industrial flames: lack of ruggedness, high cost, difficult optical access, and so on. Much more feasible is the use of passive techniques (i.e., recording of radiation naturally emitted by the flame) and is the approach usually selected for the monitoring of practical flames.

The radiation spontaneously emitted in flames includes different contributions. Hot solid particles produce a continuous spectrum, in accordance with Planck’s law. The radiation emitted by gaseous species, on the contrary, occurs at discrete wavelengths and is due to different effects. The chemiluminescence flame images can provide a most valuable insight into the characteristics of the combustion process. It should be noted that those data are rarely meaningful by themselves and their physical interpretation or their use for monitoring or optimization purposes require the participation of experienced researchers or operators as well as some prior knowledge on the values (e.g., peak temperatures) or patterns associated to different combustion regimes and/or to optimal operation.

In recent years there has been a growing interest in the development of image-based techniques for the monitoring of practical flames. On the one hand, this is motivated by the need for advanced diagnostic and optimization methods for combustion applications, which might entail important benefits in terms of efficiency, pollutant reduction, reliability, and flexibility of combustion equipment. On the other hand, the continuous increase in the performance-to-cost ratio of sensors and data-processing devices enables the development of powerful, yet affordable vision-based monitoring systems, suitable for industrial environments. Flame images contain a large amount of information that might be used to characterize a particular combustion state. However, the main difficulty in this field is thought to be the conversion of visual data into practical information or in the form of physical combustion parameters.

Widely different approaches can be found in the literature. Some authors work with band-filtered radiation (infrared, chemiluminescence bands) whereas others capture broad-band light (usually, in the visible range). Then, the images collected are post-processed to calculate a few selected magnitudes. These can have a direct physical meaning (e.g., temperature) or constitute a set of representative parameters related to the geometry, luminosity, or colour of the flame. Temporal or spatial averaging can be a serious drawback for monitoring methods based on physical parameters (e.g., derived by pyrometry or chemiluminescence).

VI.4 Recent optical sensors

Optical sensor assemblies provide a great advantage for gas turbine engine measurements and analysis as there is no sensitivity to electromagnetic interference and have the potential for multiple measurements from a single sensor installation. Optical sensors are in general non susceptible to chemical reaction and are ideal for high temperature environments.
Most development tools today use optical sensors in fans and compressors to minimize the spot size and maximize the measurement resolution. Optical sensors using **Fabry-Perot Interferometer** (FPI) and **Fiber Bragg Gratings** (FBG) technology is becoming an increasingly mature approach to provide temperature and pressure measurements for aero propulsion and power generation engine product development. These sensors, based on the combination of sapphire and silicon micromachining and optical sensing technologies, are sufficiently robust to provide the capability of directly measuring on-engine parameters such as pressure and temperature.

**Fabry-Perot cavity-based** sensors have been widely used for their versatility; for example they have been used to sense both pressure and temperature transducers. This kind of sensor detects changes in optical path length induced by either a change in the refractive index or a change in physical length of the cavity.

An advantage of optical probes is that they are capable of providing a higher degree of spatial resolution. A disadvantage of optical probes is that they require frequent cleaning of the probe tip as they are susceptible to flow contaminants. Improving the reliability, uncertainly, and flexibility of the sensor and data system is a key objective. The sensor size need to be small to enable the technology to be more widely applied in all engine classes and sizes.

Optical sensors are ongoing area of technology development with their ability to operate at elevated temperatures.

**VI.5 Applicability of infrared emission and absorption spectra to determination of hot gas temperature profiles**

The fundamental relation used in techniques based on irradiance measurements for infrared emission (IR) is the **Plank radiation law**, according to which an ideal blackbody (i.e. a body which is completely opaque and non-reflecting in all directions at all wavelengths) in equilibrium at absolute temperature $T$ [K] radiates (over $2\pi$ solid angle) the *blackbody spectral irradiance* $I_b(\lambda, T)$, that is measured in $[\text{Wm}^{-3} = \text{J m}^{-3}s^{-1}]$ given by:

$$I_b(\lambda, T) = \frac{1}{\lambda^3} \frac{C_1}{\exp\left(\frac{C_2}{\lambda T}\right) - 1}$$

where:

- $\lambda = \frac{c}{f} = $ the wavelength [m]
- $C_1 = 2hc^2 = 3.74 \cdot 10^{-16} [\text{J m}^2\text{s}^{-1}]$
- $C_2 = \frac{hc}{kB} = 1.44 \cdot 10^{-2} [\text{m K}]$
- $h =$Plank constant $[\text{J s}] = 6.626 \cdot 10^{-34} [\text{J s}] = 4.135 \cdot 10^{-15} [\text{eV s}]$
- $c =$ speed of light $[\text{m s}^{-1}]$
- $kB =$Boltzmann constant $[\text{J K}^{-1}] = 1.380 \cdot 10^{-23} [\text{J K}^{-1}] = 8.617 \cdot 10^{-5} [\text{eV K}^{-1}]$
- $T =$ absolute temperature of the blackbody [K]
The grey body spectral irradiance (or spectral line irradiance) \( I(\lambda, T) \) is defined by the product of blackbody spectral irradiance \( I_b(\lambda, T) \) (over \( 2\pi \) solid angle) and the grey body absorption \( a(\lambda, T) \):

\[
I(\lambda, T) = I_b(\lambda, T) \cdot a(\lambda, T)
\]

The measuring techniques work in a selected bandwidth \( \Delta \lambda = \lambda_2 - \lambda_1 \), then under the hypothesis that the combustion gas is strongly absorbing in the selected bandwidth \( \Delta \lambda \) and therefore can be considered as a blackbody, the only dependence on temperature is given by the blackbody irradiance. As consequence, the gas temperature can be determined from an irradiance measurement.

\[
I(T) = \int_{\lambda_1}^{\lambda_2} I(\lambda, T) \, d\lambda
\]

By collecting through an optical access on the combustion chamber the radiation emitted by the hot gases it is possible to get a signal which is proportional to the temperature behaviour. Since the measured radiation signal \( M(I) \) also depends on geometrical \( (f_{\text{geom}}) \) and optical parameters \( (f_{\text{optical}}) \) that can be hardly evaluated, it turns out that it is very difficult to directly get the measurement of the absolute temperature.

\[
M(I, T) = f_{\text{geom}} \cdot f_{\text{optical}} \cdot I(\lambda, T)
\]

Under the hypothesis that operation at such wavelengths is characterized by the same values of absorption \( a(\lambda, T) \) and spectral bandwidth \( \Delta \lambda = \lambda_2 - \lambda_1 \), from the ratio \( M(I_1)/M(I_2) \) of two measured signals \( M(I_1, \lambda, T) \) and \( M(I_2, \lambda, T) \) one can directly achieve the temperature value, according to the relation:

\[
T = C_2 \left[ \frac{\lambda_2 - \lambda_1}{\lambda_2 \lambda_1} \left( 5 \ln \frac{\lambda_2}{\lambda_1} - \ln \frac{M(I_1)}{M(I_2)} \right) \right]
\]

The principle of operation described above is based on the ideal hypothesis that the hot gas is a unique “body” with uniform temperature. The consideration about the real case of non-uniform temperature distribution will be analyzed in the next paragraph.
VI.6 Theoretical approach of the radiation absorption/emission process

Temperature profile variations produce characteristic measurable changes in the emission and absorption spectra of a sample. In order to understand to which gas temperature the measured optical signal is related in the real case of non-uniform temperature distribution, a model of IR radiation absorption/emission process has been developed ([VI-45], [VI-46]).

VI.6.1 Homogeneous system and monochromatic radiation

To obtain a working equation relating the radiant energy and the temperature profile in a hot gas to spectroscopically observable quantities, we have to start from the well known differential equation for emission and absorption of a perfectly monochromatic radiation. In a hot gas in local thermodynamic equilibrium (homogeneous system, then gas temperature and concentration are constant along the optical path), the spectral irradiance by a one-dimensional beam of monochromatic radiation ($\lambda_i$) varies according to equation ([VI-45], [VI-46]):

$$\frac{dI(\lambda_i, x)}{dx} = a(\lambda_i, x) \left[ I_B(\lambda_i, T_x) - I(\lambda_i, x) \right]$$  \hspace{1cm} (VI-6)

where:

- $I(\lambda_i, x)$ = irradiance at wavelength $\lambda_i$ at position $x$,
- $I_B(\lambda_i, T_x)$ = Plank blackbody irradiance at wavelength $\lambda$ and temperature $T_x$ at position $x$,
- $a(\lambda_i, x)$ = the absorption coefficient at wavelength $\lambda$ at position $x$.

In equation (VI-6) the radiant energy travels in the direction of increasing $x$. The left hand side of the equation represents the variation of the irradiance on going from a point $x$ to a point $x+dx$. The first term of the right hand side is the increase in irradiance due to the emittance of the hot gas, as given by the Kirchhoff’s law, while the second term is the decrease in irradiance due to absorption along the path $dx$, as given by the Beer-Lambert’s law (see Attachment E). Scattering is assumed to be negligible.

Equation (VI-6) is a first order linear equation that can be easily integrated to give:

$$I(\lambda_i, L) \left\{ \exp \left[ - \int a(\lambda_i, x) \, dx \right] \right\} = \int I_B(\lambda_i, T_x) \exp \left[ - \int a(\lambda_i, x) \, dx \right] a(\lambda_i, x) \, dx + C$$  \hspace{1cm} (VI-7)

where $C$ is a constant of integration.
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Integrating equation (VI-6) with the boundary condition \( I(\lambda,0) = 0 \), then \( C=0 \), which means that the gas specimen is the only source of radiation. By assuming a gas path of length \( L \) and evaluating it at the boundary \((x')\) nearest the detector, the spectral irradiance impinging onto the detector is ([VI-45], [VI-46]):

\[
I(\lambda, L) \cdot \left\{ \exp \left( - \int_L^0 a(\lambda, x') \, dx' \right) \right\} = \int_0^L I_B(\lambda, T) \cdot \exp \left( - \int_L^x a(\lambda, x') \, dx' \right) a(\lambda, x) \, dx \tag{VI-8}
\]

\[
I(\lambda, L) \cdot \left\{ \exp \left( \int_L^0 a(\lambda, x') \, dx' \right) \right\} \cdot \int_L^0 a(\lambda, x) \cdot I_B(\lambda, T) \cdot \exp \left( - \int_L^x a(\lambda, x') \, dx' \right) \, dx \tag{VI-9}
\]

The right hand side of equation (VI-9) cannot be integrated in closed form for the general case. However, in the case temperature and pressure can be considered uniform \((T = T_x = \text{cost}, p = \text{cost})\), the absorption coefficient \((a)\) and the Plank function \((I_B)\) are independent of \(x\) and it reduce to:

\[
I(\lambda, L) = \left\{ \exp \left( \int_L^0 a(\lambda, x') \, dx' \right) \right\} \cdot \int_L^0 a(\lambda, x) \cdot I_B(\lambda, T) \cdot \exp \left( - \int_L^x a(\lambda, x') \, dx' \right) \, dx =
\]

\[
= \left\{ \exp \left[ - a(\lambda, L) \right] \right\} \cdot \int_0^L a(\lambda, x) \cdot I_B(\lambda, T) \cdot \exp \left[ - a(\lambda, x) \cdot (x - L) \right] \, dx =
\]

\[
= I_B(\lambda, T) \left\{ \exp \left[ - a(\lambda, L) \right] \right\} \cdot \int_0^L a(\lambda, x) \cdot \exp \left[ - a(\lambda, x) \cdot (x - L) \right] \, dx =
\]

\[
= I_B(\lambda, T) \left\{ \exp \left[ - a(\lambda, L) \right] \right\} \cdot \left\{ -1 - \exp \left[ a(\lambda, L) \right] \right\} =
\]

\[
= I_B(\lambda, T) \left\{ 1 - \exp \left[ - a(\lambda, L) \right] \right\} = I_B(\lambda, T) \left[ 1 - \tau(\lambda) \right]
\]
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where $\tau(\lambda_i) = \exp[-a(\lambda_i)L]$ is the transmittance of the hot gases, in accordance with Beer-Lambert’s law. The quantity between square brackets is the gas absorptivity $\alpha_\lambda$ or, according to the Kirchhoff’s law, the emissivity $\varepsilon_\lambda$. Therefore equation (VI-10) can be rewritten as:

$$I(\lambda, L) = I_0(\lambda_i, T) \left[1 - \tau(\lambda_i)\right] = I_0(\lambda_i, T) \alpha_\lambda = I_0(\lambda_i, T) \varepsilon_\lambda$$  \hspace{1cm} (VI-11)

Equation (VI-11) clearly shows that in the case of very large gas path length ($L>>0$), where it is possible to consider the transmittance $\tau_\lambda \approx 0$ (and therefore, for Kirchhoff’s law, $\varepsilon_\lambda \approx 1$) a measurement of the monochromatic irradiance does provide an estimation of the blackbody irradiance and consequently the measurement of the hot gas temperature (this is the basis of the optical pyrometric technique).

**VI.6.2 Non-homogeneous system and monochromatic radiation**

If gas temperature and concentration are not constant along the optical path (i.e. the path crossed by the optical radiation), equation (VI-9) has to be numerically integrated. For this purpose the optical path can be divided into $N$ zones, each with approximately uniform temperature. The solution of equation (VI-9) can then be expressed as a sum of solutions of the form of equation (VI-10). Thus, by serially numbering these zones from 1 to $N$, with zone 1 nearest to the detector, the irradiance at the detector is ([VI-45], [VI-46]):

$$I(\lambda_j) = \sum_{i=1}^{N} I_0(\lambda_j, T_i) \left\{1 - \exp\left[-a_i(\lambda_j)\Delta l_i\right]\right\} \exp\left[-\int_{x=l_i}^{L} a_i(\lambda_j) dx\right] =$$

$$= \sum_{i=1}^{N} I_0(\lambda_j, T_i) \left\{1 - \exp\left[-a_i(\lambda_j)\Delta l_i\right]\right\} \exp\left[-\sum_{j=i+1}^{N} a_j \Delta l_j\right] =$$

$$= \sum_{i=1}^{N} I_0(\lambda_j, T_i) \left[1 - \tau_i(\lambda_j)\right] \prod_{j=i+1}^{N} \tau_j(\lambda_j) = \sum_{i=1}^{N} I_0(\lambda_j, T_i) \left[\frac{\tau_{i+1}(\lambda_j) - \tau_i(\lambda_j)}{\tau_i(\lambda_j)}\right]$$  \hspace{1cm} (VI-12)

where:
- $\Delta l_i$ = the thickness of the $i$-th zone
- $l_i$ = the value of $x$ at the border between zones $i$ and $(i+1)$
- $l_{i+1}$ = the abscissa of the $(i+1)$-th zone
- $\tau_i(\lambda_j) = \prod_{h=i}^{N} \tau_h(\lambda_j)$ = the transmittance of the gas section between the $i$-th zone and the $N$-th zone.
- $T_i$ = the temperature of zone $i$
- $\tau_{N+1}(\lambda_j)$ = the transmittance of the optical path between the gas layer and the detector, and it is usually assumed equal to 1.

The Plank function is considered negligible for everything in the optical path except the sample. One can readily see that equation (VI-10) is just the special case of equation (VI-12) in which $N=1$ and the path between sample and detector is nonabsorbing.
VI.6.3 Non-homogeneous system and wide-band radiation

In real systems the measured radiant energy is never truly monochromatic or unidirectional. As consequence, measurements have to be carried out by integrating the impinging radiation over the bandwidth of the collecting filter ($\Delta \lambda' = \lambda' - \lambda_0$). It is convenient in this case to define $g(\lambda_0, \lambda')$ as the optical system monochromatic transmittance at wavelength $\lambda'$ when the optical system is centered at wavelength $\lambda_0$. The function $g(\lambda_0, \lambda')$ contains wavelength independent constituents such as numerical aperture and mechanical slit-width $\Delta \lambda'$ as well as wavelength-dependent factors like lens and window transmittances, mirror reflectances, and dispersion. If the detection system bandwidth is narrow enough, the blackbody irradiance ($I_B$) can be considered constant over the band so that, if we carry out a measurement on a blackbody-like emitting source, we will obtain:

$$I_B(\lambda_0, T) = I_B(\lambda_0, T) \int_{\Delta \lambda'} g(\lambda_0, \lambda') \, d\lambda'$$  \hspace{1cm} (VI-13)

where $I_B(\lambda_0, T)$ is the blackbody irradiance at temperature $T$ and wavelength $\lambda_0$ measured by means of a wide-band collecting filter. As a consequence, by calibrating the system by means of a blackbody-like source at different temperatures, it is possible to obtain the optical transfer function of the system necessary to correctly interpret the measurements.

It is important to note that, since the blackbody emittance is effectively constant over the values of $\Delta \lambda'$ corresponding to practical slit-widths, $I_B(\lambda_0, T)$ can be separated into two factors, of which one is independent of temperature and the other is independent of slit function.

Since, in general, variations of both the absorption coefficient $a(\lambda)$ and the transmittance $\tau(\lambda)$ within the instrument spectral bandwidth cannot be ignored, an integration over the wavelengths becomes mandatory.

For a homogeneous system, using equation (VI-10), we obtain:

$$I_m(\lambda_0) = \int_{\lambda_0}^{\lambda_0} I(\lambda') \, g(\lambda_0, \lambda') \, d\lambda' = I_B(\lambda_0, T) \int_{\Delta \lambda'} [1 - \tau(\lambda')] \, g(\lambda_0, \lambda') \, d\lambda'$$  \hspace{1cm} (VI-14)

That, according to the Lagrange mean value theorem, can be written as:

$$I_m(\lambda_0) = I_B(\lambda_0, T) \left[1 - \tau(\lambda_C)\right] = I_B(\lambda_0, T) \left[1 - \bar{\tau}_{\Delta \lambda'}\right] = I_B(\lambda_0, T) \, \bar{e}_{\Delta \lambda'}$$  \hspace{1cm} (VI-15)

where:

$\lambda_C$ = a properly chosen wavelength within the spectral range $\Delta \lambda'$

$\tau(\lambda_C) = \bar{\tau}_{\Delta \lambda'}$ is the average transmittance of the gas in the spectral range $\Delta \lambda'$ of the measuring filter.

This equation has the form of Kirchhoff’s law.

In the monochromatic case the average transmittance $\tau$ is a function of different experimental parameters like the gas temperature and pressure as well as the optical path.
For a non-homogeneous system the equation describing the **wide-band infrared irradiance** is more complex. In fact, in this case equation (VI-12) has to be integrated over the measuring system spectral range (e.g., see Fig. VI-2); we obtain:

\[
I_m(\lambda_0) = \sum_{i=1}^{N} I_B(\lambda_0, T_i) \int_{\lambda_0}^{\lambda_i} \left[ \prod_{j=1}^{N} \tau_j(\lambda_j) \right] g(\lambda_0, \lambda') d\lambda'
\]  

(VI-16)

By repeating the procedure utilized before, it becomes:

\[
I_m(\lambda_0) \approx \sum_{i=1}^{N} I_{B_m}(\lambda_0, T) \left[ 1 - \tau_i(\lambda_i) \right] \prod_{j=1}^{N} \tau_j(\lambda_j)
\]  

(VI-17)

The solution of this equation requires some a priori knowledge of transmittances of the molecular species comprising the hot-gas specimen, particularly how they vary with temperature. This knowledge may take the form of empirical data, theoretical formulas, or a combination of these. It has to be emphasized that the wavelengths \(\lambda_i\) depend on the selected gas layer, on its temperature as well as on its thickness.

**Fig. VI-2: Generic electromagnetic spectrum.**
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VII. A novel approach: the ODC technique

VII.1 Motivations and objectives

A wide explanation about the importance and the need of studying thermo-acoustic instabilities was given in Part 1 of this PhD thesis, then now we summarize it in the first part of this paragraph.

The need to reduce the consumption of hydrocarbon fossil fuel energies and greenhouse gas emissions are worldwide imperatives that drive the Gas Turbine industry to continue to improve performance. Greater thermodynamic cycle efficiency cannot occur without engines operating at higher temperatures.

Higher cycle temperatures and pressure brings new challenges to the instrumentation community for better measurement methods and development of new approaches and innovation in test technology.

As the requirements for reducing emissions become more stringent, the combustor designs move towards a “lean” burning solution where the fuel/air mixture contains more air to allow for complete combustion of the fuel while forming less pollutants. However, such combustor designs are more susceptible to instability due to thermo-acoustic driven pressure oscillations. Active control of such oscillations can allow for more efficient, lower emissions combustor designs.

Effective suppression of the high frequency combustion instabilities is a critical enabling technology for lean-burning low emission combustors and requires sensors and algorithms able to detect and interpret the instability.

Today new sensors and measurement techniques are needed to provide for high temperature hot section analyses and characterization and that data used to improved CFD and engine modelling tools.

New sensor and measurement technology provide one of the greatest opportunities to optimize the engine component efficiencies and allow higher operating temperatures. Simplicity in application and durability in operation are two important goals for any new sensor or measurement system.

High temperature sensors are routinely used in-service for the measurement of combustion instabilities in industrial gas turbine where the use of very lean fuel/air mixtures, which are required to achieve economical operation, can be accompanied by combustion instabilities which must be minimized to avoid structural damage.

Aim of this PhD thesis is to give a novel approach to study combustion instabilities using a new sensor sampling the radiant energy of flames. Attention is closed to radiant energy since it is intrinsically linked to combustion, thus containing information about chemical scales, and since it contains also information about turbulent scales.

The novel proposed approach shows that the usefulness of measurements of radiant energy emission from flames can be enhanced by focusing on a spatially limited region, by means of the auto-correlation and cross-correlation of signals from two points. Radiant energy is not sampled
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pointlike, but in a wide region of reacting zone, in order to monitor eventual growing of instability precursors in different parts of flame. Concluding aims of this PhD thesis are:

- Give a more practical, robust and simpler new diagnostic technique for industrial applications: ODC (Optical Diagnostics of Combustion; ENEA’s patent).
- Investigate the use of flame Radiant Energy signal: due to its relation with both Turbulence and Chemical Kinetics (never before explored at such details), it may reveal the state of a flame and the eventual instability precursor events.
- Experimental proof that real-time information of combustion instabilities and mean velocity component can be performed by analyzing Radiant Energy captured by means photo-diodes (ODC).
- Experimental analysis of turbulent premixed combustion by means of ODC and application of it to a wide number of experimental and industrial burners, either premixed or not, fed with different fuels.

A collection of radiative emissions by several flames is analyzed in this chapter that is an extract of [I-12]. Such flames have been obtained in a number of burners, either premixed or not, fed with different fuels, while radiative emission is collected by means of a photo-diode according to the novel approach of ODC technique. The sampled signal is able to carry a large amount of information about chemistry of flames and its interaction with turbulence. All of the spectra computed show a decaying trend towards high frequencies with a slope of -5/3, that is known to be the inertial scaling of kinetic energy for homogeneous, isotropic, non-reacting turbulent flows. Aim of this chapter is to propose a physical model to justify the radiant energy scaling law coming from this simple instrument. To this purpose radiative emission of the flame has been splitted into two contributions, and its dynamics analyzed. The first contribution is the chemiluminescence effect, while the other is to be accounted for thermal emission of a gray/black body, ruled by Planck radiative equation. The time fluctuation of radiative emission is proposed to be linked to a thin reacting surface fluctuating in time and space under the constraint of turbulent fluid dynamic field. The thin reacting surface should be considered as the local flame front in premixed combustion, and as the local stoichiometric mixture fraction in nonpremixed case. Taking into account such emission mechanisms, a physical interpretation of the -5/3 slope is proposed.

VII.2 ODC: new diagnostic technique in ENEA

The ENEA headquartered in Rome, Italy (www.enea.it) is the Italian National Agency for New Technologies, Energy and Sustainable Economic Development. ENEA has labs located in multiple locations in Italy and conducts a wide range of industrial combustion ranging in many application areas with particular emphasis on the environment, climate change and sustainability. In particular it provides online diagnostic systems and control expertise, related to a new technology.

ENEA has well established know-how in combustion:

- advanced nonintrusive diagnostics, with high spatial and temporal resolution, to identify and characterize combustion instabilities (flame blow-off, humming) and their precursors;
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- integration of diagnostics within control loops;
- measurement campaigns with experimental equipment on laboratory scale, pilot and industrial plants.

Flame chemiluminescence is an electromagnetic radiation directly connected to combustion. The intensity of light emission is proportional to the production rate of some molecules; this implies that chemiluminescence can be used to measure reaction rates and heat release rate. Radiant energy emitted by flames of burners can be sampled by means of a photo-diode and a new diagnostic technique named ODC (Optical Diagnostics of Combustion) was developed and patented in ENEA ([VII-1], [VII-2]).

ODC is made by a photodiode that work in the range of 300-1100 nm (Fig. VII-1b), by a long monomodal (20 m) quartz fiber remoting the acquisition system, an by optical probe (Fig. VII-1a) with a monomodal sapphire head (d=1 mm) and an alumina protection (D= 7 mm). The sapphire head can work at high temperature (1800°C), then ODC techniques allows to monitoring directly the combustion process inside the combustion chamber, and it is able to analyse the thermo-acoustic flame instability in industrial applications.

The features of optical fibers, i.e. low intrusivity, robustness to mechanical vibrations, harsh environments and high temperatures, make ODC suitable to detect the stable or unstable state of a flame, and to be used as sensor for Active Control of combustion in Gas-Turbines.

Radiative emission can be collected by means of a photo-diode, whose sampled signal is able to carry a large amount of information about chemistry of flames and its interaction with turbulence. ODC methodology is based on radiant energy analysis emitted during combustion processes and lets to characterize at high frequency and in real time the dynamics of instability conditions, average flow speed, chemical species and temperature. This technique was also integrated in control loops aimed to widen the stable operating range of combustors [VII-3].

The sampled brightness spectrum contains information related to chemistry, because radiant energy is sampled at very high frequency, i.e., 5 MHz.
VII.3 Introduction about total radiation emitted by flames

Total radiation emitted by flames consist of two type of sources. The first is *chemiluminescence*, while the other is *thermal emission* associated to the Planck function ([III-60], [VII-4]). Flame *chemiluminescence* is an electromagnetic radiation directly connected to combustion. It is due to electronically excited molecules produced by oxidation reactions emitting light when relaxing to lower energy states. In hydrocarbon flames the primary sources of chemiluminescence are electronically excited OH* (emitting near 308 nm in the ultraviolet (UV) region), CH* (emitting around 430 nm in the visible region, blue), C₂* (emitting around 519 nm in the visible region, green) and CO₂ (emitting continuously with a peak around 10600 nm). In lean hydrocarbon flames, OH* radical is responsible for most of the emission, followed by CH*, while C₂* emission is little. Rich flames instead, are characterized by stronger emission bands of CH* and C₂* ([VII-5], [VII-6], [VII-7]).

The intensity of light emission is proportional to the production rate of some molecules; this implies that chemiluminescence can be used to measure reaction rates [VII-8] and heat release rate ([II-143], [II-144], [VI-6], [VII-9], [VII-10], [VII-11], [VII-12]). Chemiluminescence intensity ratio OH*/CH* has also been used to measure equivalence ratio in partially premixed flames [II-143] and it has been observed that chemiluminescence intensities C₂*/CH* may provide indication of strain rate in perfectly premixed flames with known equivalence ratio [II-143]. Furthermore, OH* has also been measured by means of PITLIF (Picosecond Time-resolved Laser-Induced Fluorescence) and used as tracer of turbulent scales [VII-13]; the capability of this tracing has been confirmed by LES simulations.

On the other hand, the *thermal contribution* to the total radiation has been used to estimate temperature, soot volume fraction, and gas species concentrations ([VII-14], [VII-15]). Flame radiation has also been exploited as a tool to investigate flame extinction. In fact, both premixed and nonpremixed flames close to lean blow-off (LBO) are characterized by large scale pulsations ([VII-16], [VII-17]) and lack of OH* radical for a significant amount of time ([VII-18], [VII-19]). The transition from stable combustion to LBO happens through a transient regime in which the flame experiences localized extinctions and reignitions; large scale pulsations produce noise, changes in radiative emissions ([II-150], [VII-20], [VII-21]), and cyclic thermal loads, that can be dangerous for the combustor walls and for the turbine blades located downstream of the combustor. These phenomena can be assumed as precursors for LBO; the number of precursor events in a given time window, and the duration of the event (usually defined as time spent outside of a threshold), increase as the LBO equivalence ratio limit is approached [VII-19]. Furthermore, frequency analysis shows that energy content increases dramatically near the LBO limit, both in radiative ([II-150], [VII-19], [VII-20]) and acoustic ([II-150], [VII-20], [VII-22]) forms.

It follows that flame radiative emission contains information related to both chemistry and turbulence, and it can be successfully used for monitoring flame stability and to detect flame blowout. This suggests to give a closer look at flame radiative energy and its relation with chemistry and turbulence.

In fact, analysis of flame radiation carried out in this work reveals that time spectra gives also evidence of a wide range of frequencies characterized by a clear scaling. What is quite surprising is that these findings have been obtained by using data coming from different experiments: different burners, fed with different fuels, either premixed or not; and what is more curious is that
this scaling, whose exponent is $-5/3$, is the same of turbulent kinetic energy in the inertial range of a homogeneous and isotropic non-reacting flow.

In this work an attempt to justify the characteristic scaling of time fluctuation of radiative emission, is proposed. In particular, radiative energy dynamics is reduced to the dynamics of flame front (for premixed flames) or of stoichiometric mixture fraction surface (for nonpremixed flames). Both these quantities fluctuate in time and space under the constrains of the turbulent fluid dynamic field. The physical model adopted is able to justify either the scaling of time spectra and the fact that such a scaling is insensitive to probe orientation and type of combustion, premixed or not.

### VII.4 Optical apparatus and burners

In this chapter, data coming from different experimental works have been exploited to give a physical interpretation of radiative emission scaling by the spectral analysis. In particular:

1. **Burner A**: it has a rectangular cross-section and anchors a CH$_{4}$/Air premixed flame, whose nominal power is 3 kW, by means of a prismatic (triangular cross-section) bluff-body [VII-23]; the Reynolds number based on the wider side of the inlet channel was 12755 and the equivalence ratio was 0.8.

2. **Burner B**: this is a 300 kW nonpremixed burner, burning H$_{2}$/O$_{2}$ at stoichiometric conditions; hydrogen is injected through a circular array of jets, and oxygen coflows; the flame is anchored by means of a recirculation zone due to the chamber geometry (MICOS plant in ENEA Casaccia Research Center, Italy). The single hydrogen jet Reynolds number is $\sim$ 1000.

3. **Burner C**: it is fed with the same mixture as Burner A, resulting in a nominal power of 2 kW, operating in premixed conditions. It has an axisymmetric configuration with a conical bluff-body. Two cases are considered: in the “stable” one the flame was stably anchored, the Reynolds number based on the equivalent diameter of the burner exit section was 10400 and the equivalence ratio was 1.04; in the “unstable” case the flame was close to extinction, the Reynolds number was 8700 and the equivalence ratio was 1.44.

Radiant energy emitted by flames of burners A, B, and C was sampled by means of a photo-diode (Blue/UV Enhanced Silicon model 10530D) whose characteristics are reported in Fig. VII-2. The photo-diode was provided with lens for collimation. The angle of view of the instrument was $\sim$ 18 deg (left panel of Fig. VII-2). Signals were collected for one second at 50 kHz thus using the whole bandwidth of the instrument (right panel in Fig. VII-2).
VII.5 Spectral analysis of radiative emission by ODC technique

Radiation emitted by flames in burners A, B, and C was analyzed in time spectral domain with no optical filtering and experimental evidences are reported in the following. According to Fig. VII-2 (central panel), the sampled emissions refer to the continuous range [300-1100 nm] of wavelengths.

In particular, Fig. VII-3a (left panel) refers to burner A fed with a CH₄/Air mixture. The photo-diode point of view was normal to the burner axis and observed a ~ 4 cm diameter circular area towards a region where the flame behaves in a jet-like manner (120mm downstream of the bluff-body) [VII-23]. This spectrum results from the average of 60 spectra, each one associated to a time window of 1s and sampled at 50 kHz. Inspection of this figure shows that radiative energy decays “inertially” following the power law $f^{-5/3}$, within a wide range of frequencies (more than one decade).

Furthermore, Fig. VII-3a reports a comparison between the radiative emission spectrum coming from burner A and a velocity spectrum obtained by means of Laser Doppler Anemometry (LDA) at the center of the region seen by the photo-diode [VII-23]. What is quite striking is that both the spectra exhibit a clear range of $f^{-5/3}$ scaling and that the same main frequency (10Hz) is measured by both techniques.

Fig. VII-3b (right panel) refers instead to a different burner (burner B) fed with H₂ and O₂ in a stoichiometric ratio. Here the only accessible viewpoint into the chamber was at the exit. The photo-diode point of view was coaxial with the burner and located at a distance of 1m from the inlet, pointing towards the burner itself. Also in this case the $f^{-5/3}$ scaling emerged in the radiative emission spectrum.

Fig. VII-4 refers to a third burner (burner C) with the photo-diode located as for case A. It was fed with a CH₄/Air mixture and it was operating at two different conditions. The “stable” condition was associated to a stable non-pulsating anchoring of the flame, while the “unstable” condition, close to extinction, was reached by decreasing the air mass flow rate. Both conditions exhibit the $f^{-5/3}$ scaling in the same frequency range.
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Fig. VII-3: Flame radiative emission spectra obtained by means of a photo-diode (ODC). Figure (a) refers to a CH$_4$/Air premixed bluff-body flame (burner A) [VII-23] and it also shows axial velocity fluctuation spectrum obtained by means of LDA at the center point of the sampling area of the diode (LDA velocity spectrum must be considered reliable up to 100Hz, since particle data-rate was 1 kHz). Figure (b) refers to a H$_2$/O$_2$ stoichiometric nonpremixed flame (burner B). All spectra reveal a $f^{-5/3}$ energy decay.

Fig. VII-4: Flame radiative emission spectra, obtained by means of a photo-diode, for a CH$_4$/Air premixed bluff-body flame (burner C) operating in two modes: in the “stable” case the flame was stably anchored and did not oscillate, whilst in the “unstable” case it was close to extinction and exhibited large oscillations.
Aforementioned radiative emission spectra were collected by the photo-diode with no optical filtering devices applied. Fig. VII-5, instead, reports several spectra associated to burner C and obtained by using different low-pass optical filters whose characteristic cut-off frequencies are reported in the legend of the same figure. All the spectra reported show the same scaling even if the amplitudes decrease when the upper limit (larger wavelengths) of the optical filter is decreased. Such a decrease could be associated to the fact that flame radiative emission is higher at large wavelengths, close to infrared region, and to the lower sensitivity of the photo-diode at shorter wavelengths (see Fig. VII-2).

As a summary, it can be said that the analysis of data coming from three different burners characterized by different fuel composition, type (premixed and nonpremixed), geometry and probe point of view, gives the same result: the presence of a clear scaling well approximated by a power law whose exponent is -5/3. Even sampling data by varying optical filtering width and position of the sensor, results have always displayed the same scaling law. As further support similar scaling can be educed also from spectra obtained by LIF OH* concentration measurements [VII-13]. Such an exponent -5/3 is known to have a profound meaning in different aspects of fluid dynamics. Nonreactive turbulent flows under the hypothesis of high Reynolds numbers, isotropy and homogeneity, undergo to Kolmogorov scaling law for turbulent kinetic energy spectrum, \( E(f) \sim f^{-5/3} \). Passive scalar (such as temperature) statistical fluctuations exhibit a spectral behaviour well approximated by a power law like \( T(f) \sim f^{-5/3} \). Even active scalars under the hypothesis of high Reynolds and Peclet numbers follow a similar -5/3 trend [VII-24].

This present case deserves a special attention. In fact, combustion processes can be treated neither as isothermal turbulence nor as an active scalar. Actually active scalars interact with the velocity field but continuity equation in the form of \( \nabla \cdot \vec{u} = 0 \) still holds. This is not true for a flame where thermal expansions are great. Next sections will be devoted to the analysis of physical meaning of radiative emission and a plausible explanation of such scaling law will be attempted.

Fig. VII-5: Optically filtered radiative emission spectra (in figure b normalized by their peak values) for a CH\(_4\)/Air premixed bluff-body flame (burner C, “stable” mode), obtained by means of a photo-diode.
VII.6 Physical Interpretation of Radiative Emission Scaling

Radiant energy sampled by the photo-diode is integrated over the wavelength range \([\lambda_1, \lambda_2]\), spatially filtered over a control volume defined by its view angle, sketched in Fig. VII-6 (filtered quantities will be hereafter referred to as \(\bar{...}\)). In order to give a physical interpretation of the sampled signal we have to take into account the non-resolved physical mechanisms affecting filtered radiant energy. Being this control volume large enough (e.g., \(\sim 12 \text{ cm}^2\) for burners A and C) to constantly embrace a portion of the flame brush, where the flame does not experience any localized extinctions, it is likely to find four different volumes, respectively associated to cold reactants \((V_R)\), to a thin reacting region \((V_f)\), to hot products \((V_P)\) and to the “surrounding space” \((V_S)\). This thin reacting volume \((V_f)\) must be considered as the local flame front in premixed combustion, and as the local stoichiometric mixture fraction front in nonpremixed case.

It is observed that the cold reactant volume \(V_R\) does not contribute to radiant energy emission due to its low temperature. Concerning the volume \(V_S\) associated to the medium (air, in all the cases examined) between the radiation source (the flame) and the observer (the photo-diode), it can be reasonably assumed that it has no effect on the dynamics of the sampled signal. In fact, in presence of a flame, two zones at different temperatures can be identified, one is the flame itself, and the other is the surrounding space. Temperatures in the flame are sufficiently high to emit even in the visible range, whilst in the outer space temperatures are so low to emit only in the infrared range, \([750 - 1000000 \text{ nm} = 0.75 - 1000 \mu\text{m}]\), not detected by the photo-diode (see Fig. VII-2 central panel). Moreover, the absorption coefficient of the surrounding space (atmosphere) can be considered negligible in the photo-diode wavelength sensitivity range, \([300 – 1100 \text{ nm} = 0.3 – 1.1 \mu\text{m}]\) [VII-25]. This implies that the surrounding space can be thought transparent with respect to all the wavelengths up to the near infrared, thus not altering the dynamics of flame radiant energy sampled by the photo-diode: the sampled electromagnetic emission signal in the range of the photo-diode wavelengths is generated only close to the flame.

Founding on previous observations, the two volumes \(V_R\) and \(V_S\) will not be taken into account in the following analysis. Consequently, the control volume will consist of \(V_P\) and \(V_f\), with \(V_P > V_f\). From the photo-diode point of view, volumes are reduced to overlapped emitting surfaces, hence, \(A_P\) and \(S_f\) for hot products and reacting zone, respectively. The thin reacting surface \(S_f\) is at temperature \(T_f\) and can be characterized by its surface density \(\Sigma\). Recalling that \(V_P > V_f\), the hot product volume can be assumed at temperature \(T_P\) less than \(T_f\) and close to \(T_0\), that is the temperature spatially filtered over the photo-diode control volume, \(V\); this leads to \(T_P \cong T_0\).

Within a constant burning rate, \(V_P\), \(T_f\) and \(\bar{T}\) can be considered constant in time, according to burner geometry, reactant flow rate and equivalence ratio. With this conceptual and physical model, the spatially filtered radiant energy can be expressed as:

\[
\bar{I}(t) = \int_{\lambda_1}^{\lambda_2} A_e I(t, \lambda) d\lambda
\]  

(VII-1)

where \(A_e\) is the total emitting nonresolved surface, given by the sum of the reacting surface \(S_f = \int \Sigma d\nu\) and the hot products emitting region \(A_P\), and \(I(t, \lambda)\) is the specific radiant energy per unit area and wavelength.
Light emitted by flames can be produced by two mechanisms: one is chemiluminescence emission, $I_{ch}$, associated to excited radical species within the thin reacting region of the flame $S_f$, and the other is the thermal emission, $I_{th}$, associated to the Planck function \([III-60], [VII-4]\) and to the whole emitting surface $A_P + S_f$. Flame chemiluminescence is the natural UV-visible emission produced by excited radical species – $\text{CH}^*$ and $\text{OH}^*$ as an example, created by chemical reactions – when relaxing to their ground state. This mechanism is for example responsible for the blue light of $\text{H}_2/\text{O}_2$ flames. Such emitting species have no time to be neither advected nor diffused in the surrounding flow while they are in their excited state, since light emission lifetime is very short, of the order of $10^{-8}$ s \([III-60], \text{p. 17}\). Chemical creation time of radicals is very short too, of the order of $10^{-4}$ s. Hence, according to Fig. VII-7 both chemiluminescence and chemistry time scales are well separated from turbulent fluctuations of the flow. On the other hand, flames can emit electromagnetic radiations accordingly to their temperature \([VII-4]\). This type of emission is the continuum contribution observed in typical spectral emission of flames \([VII-26]\).

Thus,

$$I(t) = \int_{\lambda_1}^{\lambda_2} \left[ S_f I_{ch} + A_P I_{th} \right] d\lambda = \int_{\lambda_1}^{\lambda_2} S_f I_{ch} d\lambda + \int_{\lambda_1}^{\lambda_2} A_P I_{th} + S_f I_{th} d\lambda = \Psi_{ch} + \Psi_{th}$$

(VII-2)
Considering that chemiluminescence emission \( I_{ch} \) for individual radicals (subscript rad) is proportional to the product \( i_{rad} Y^*_{rad} Y_{rad} \), where \( i \) is the specific chemiluminescence emission, \( Y \) is the mass fraction and \( Y^* \) its excited fraction, it follows that

\[
I(t) \approx \int_{\lambda_{1}}^{\lambda_{2}} S_f(t) \sum_{rad=1}^{N_{rad}} i_{rad} Y^*_{rad} Y_{rad}(t) \, d\lambda + \int_{\lambda_{1}}^{\lambda_{2}} \left[ A_p I_{ih} (\overline{T}, \lambda) + S_f(t) I_{ih} (T_f, \lambda) \right] \, d\lambda
\]  

(VII-3)

having explicited the functional dependences on temperature, wavelength and time of involved quantities. Finally, the spatially filtered radiant energy sampled by the photo-diode is given by

\[
I(f) \approx S_f(t) \sum_{rad=1}^{N_{rad}} i_{rad} Y^*_{rad} Y_{rad}(t) \delta (\lambda - \lambda_{rad}) + \Psi_{th}
\]  

(VII-4)

where the peaked shape of radical spectral emissi on has been evidenced by replacing the integral over wavelengths with the Dirac delta function \( \delta (\lambda - \lambda_{rad}) \).

Some time-dependences expressed in equation (VII-4) can be neglected:

- Within a statistical constant burning rate assumption, since \( Y_{rad}(t) \) fluctuates at high frequency according to radical lifetime (see Fig. VII-7), it can be considered a constantly present tracer advected by the flow. Moreover, \( Y^*_{rad} \) depends on temperature \( T_f \), that is constant, and \( i_{rad} \) depends only on the nature of molecule considered.
- It is also observed that the integral over wavelengths of the first addendum (related to \( A_P \)) in \( \Psi_{th} \) can be considered nearly constant in time, since \( \overline{T} \) and \( A_P \) have been assumed constant. This means that the contribution to thermal emission due to the hot product region \( A_P \) can be considered as a slowly varying background radiation.

Fig. VII-7: Ranges of frequencies characterizing turbulent flames.
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Thus, the time dependency of $\bar{T}$ is only given by the fluctuation of the thin flame front $S_f$, and thus of its surface density $\Sigma$. Having stated that time fluctuations of radiation are only due to $\Sigma$-fluctuations it is not feasible to discern between chemiluminescence ($\Psi_{ch}$) and thermal emissions ($\Psi_{th}$) once the photo-diode performed its wavelength integration. Consequently, with a wide separation between the frequency range of turbulence and of chemiluminescence, and under the assumption of a statistical steady burning rate (i.e., constant reactants flow rate, hence, constant creation of emitting radicals, constant maximum temperature $T_f$ and constant spatially filtered temperature $\overline{T}$), the dynamics of radiant emission from equation (VII-4) can be expressed as

$$\frac{D\bar{T}}{Dt} \approx \left[ \sum_{rad=1}^{N_{rad}} \gamma_{rad}^* (T_f) Y_{rad} (t) \delta (\lambda - \lambda_{rad}) + \int_{\lambda_1}^{\lambda_2} I_{th} (T_f, \lambda) d\lambda \right] \frac{DS_f}{Dt}$$  (VII-5)

It is remarked that, since thermal emission due to hot product region $A_P$ has been assumed nearly constant in time, its dynamical contribution is nil.

It is finally observed that radiant energy dynamics is reduced to the dynamics of $S_f = \int \Sigma dv$ and thus of flame surface density $\Sigma$. Being $\Sigma$ advected by fluid dynamics, it is expected to undergo to the multi-scale nature of turbulence and its energy cascade evidenced by the -5/3 slope of the radiant energy power spectrum. Actually, the dependency of radiation on wavelengths has been checked by using low-pass optical filters, thus limiting the upper integration bound of the photo-diode. Results of this analysis are reported in Fig. VII-5, where it can be observed a persistency of the -5/3 slope, even if the lower photodiode sensitivity towards UV region reduces the signal amplitude. Furthermore, the dynamics of radiant energy in terms of fluctuations of $\Sigma$ is able to justify the indifference to the probe point of view, since $\Sigma$ time and space fluctuations are not direction dependent.

VII.7 Conclusions

This work has reported the experimental evidence that time spectra of turbulent flame radiative emissions have an inertial-like behaviour in a wide range of frequencies. Such a characteristic has been evidenced widely in a number of burners. The main assumption is that electromagnetic emission in the range of wavelengths [0.3 - 1.1 μm] is generated only close to the flame, where temperatures are high enough, while the outer (and colder) space can be treated as a transparent, non-interacting medium. The emitted flame radiation has been considered as the superimposition of two effects. The first is the chemiluminescence due to radicals located on a reacting surface, i.e., the flame front or the stoichiometric contour for premixed and non-premixed flames, respectively, and the second is the thermal emission of hot products. Under the assumption of a statistical steady burning rate and a wide separation between the time scales of turbulence and of chemistry/chemiluminescence, the time dependency of sampled electromagnetic emission signal is only given by the fluctuation of the thin reacting surface $S_f$. Expressing $S_f$ in terms of its surface density $\Sigma$, that is advected by
fluid dynamics, it is expected to undergo to the multi-scale nature of turbulence and its energy cascade evidenced by the -5/3 slope of the radiant energy power spectrum.

The adopted physical model, confirming the experimental results, is able to justify either the scaling of time spectra and the fact that such a scaling is insensitive to probe orientation and type of combustion, premixed or not. Proof of such a model could come from the analysis of temporal fluctuations of $\Sigma$. This could be performed by using data from numerical simulations, since experimental recording of dynamics of $\Sigma$ is still unfeasible.
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VIII. Results in industrial burners, Discussion and Conclusions

VIII.1 Introduction

This chapter focuses on thermo-acoustic instabilities in turbulent reactive flows. The coupling between fluctuations of the heat release rate and pressure oscillations drives this type of combustion instability. Self excited oscillations need a feedback mechanism to induce growing amplitude oscillations of pressure. Usually (but not always) this feedback is determined by the acoustics of the system: pressure waves generally due to the feeding system make the incoming fuel flow rate fluctuate; in turns this drives a further oscillation of the heat release rate, and this induces a new pressure wave.

A technique for determining the instantaneous heat release from a localized region of a flame and correlating it with the fluctuating pressure is described. The technique ODC is based on radiant emission sampled by a photodiode.

A novel feature of the approach is the use of the rms fluctuations in signal rather than the mean level as the indicator of mean turbulent heat release. Results of applying this novel technique to a premixed swirling flame under conditions of low acoustic self-excitation are presented.

The purpose of this chapter is to show that the usefulness of measurements of radiant energy emission from flames can be enhanced by focusing on a spatially limited region, by means of the auto-correlation and cross-correlation of signals from two points. This technique is explored in the context of investigating the acoustic excitation of flames.

Radiant energy signals will be received from a particular region as the flamelets are convected across the field of view. The signals will thus have a similar spectrum to that of the turbulent velocity components, and the instantaneous intensity is assumed to be proportional to the heat release rate per unit volume.

A technique based on the ultraviolet at 307 nm by the chemiluminescence of the OH* radical, which is closely associated with the combustion reactions in gaseous hydrocarbon flames, was investigated by Lawn in 2000 ([VII-11], [VIII-1]). The UV radiation at 307 nm from a turbulent flame is assumed to be a measure of the instantaneous rate of heat release from within the collection volume. Any spectral component of the signal is approximately proportional to the heat release fluctuation associated with that particular frequency band. Determination of the convection velocity of the turbulent flame between two lines-of-sight is possible using two photodiode having an optic filter centered on 307 nm, and this provides a measure of the average velocity in the flame. Displacements of not much more than 1 mm were sufficient to give rise to this phase difference, and the coherence between the two signals remained high (above 0.6) for displacements of up to 3 mm. Then, information about the local characteristics of a flame can be obtained by examining the product of the emissions along two different directions. The variation of the phase with axial displacement is a measure of the mean axial convection velocity ([VII-11], [VIII-1]). The volume from which correlated signals might be expected is related to the integral length scale of the flame surface fluctuations.
VIII.2 Experimental set-up and first ODC applications

The strategy proposed to characterize the unsteadiness of a turbulent flame and to detect its stable or unstable state is based on a new diagnostic methodology optical system called ODC (Optical Diagnostics of Combustion) ([I-12], [VII-1], [VII-2], [VII-23]) that uses photo-diodes as sensor and optical fibers. Furthermore, two pressure transducer are used for validation and to look for correlation with heat release in one of different burners examined (Fig. VIII-10).

In this chapter, data coming from previous experimental works have been exploit [VIII-2]. In particular:

- **Burner A: 250kW Premixed Liquid Oil/Air Burner**
  This burner, sketched in Fig. VIII-1A, is the LRPM (Liquid Rapid PreMixer) facility in Savona Combustion Laboratory (DIMSET/SCL, Italy). This facility is equipped with an air compressor and an air preheater.
  The mixer length is 1.5m, the combustion chamber length is 0.3m, and the chimney length is 1.2m. Air and liquid oil are uniformly mixed by means of the Rapid Premixer swirler.
  Ignition does not require any pilot flame. This facility was equipped with a photo-diode (ODC system) and a pressure transducer. Both the pressure transducer and the ODC were located in front of the flame, as shown in Fig. VIII-1A.

- **Burner B: 300kW Nonpremixed H2/O2 Burner**
  This 300kW burner, sketched in Fig. VIII-1B, is mounted on the MICOS plant in ENEA Casaccia Research Center (Rome, Italy). It is a nonpremixed burner feeded with H2/O2 at stoichiometric conditions; hydrogen is injected through a circular array of jets, and oxygen coflows; the flame is anchored by means of a recirculation zone due to the chamber geometry.

- **Burner C: 500kW Premixed CH4/Air Burner**
  This premixed, CH4/Air, burner, sketched in Fig. VIII-1C, is located in ANSALDO Ricerche center in Gioia del Colle (Italy). Mixing is achieved by means of a swirler.

Radiant energy is not sampled pointlike, but in a wide region of reacting zone, in order to monitor eventual growing of instability precursors in different parts of flame [VIII-2]. By means of optical devices like photo-diodes, signal can be sampled at very high frequency, thus providing an excellent statistics. Moreover, it is easy to implement efficient and fast diagnostic algorithm suitable for real-time control [VII-3]. Attention is closed to radiant energy since it is intrinsically linked to combustion, thus containing information about chemical scales, and since it contains also information about turbulent scales. In fact, it has been shown that chemical scales are captured because radiant energy is sampled at high frequency (at least 25 kHz), and turbulent scales are captured because radiant energy dynamics is proportional to temperature dynamics that behaves as turbulent passive or active scalar [I-12].
Fig. VIII-1: Sketch of the burners examined in this work. Burner A is the 250kW Liquid Rapid Premixed burner in Savona combustion laboratory; burner B is the 300kW MICOS burner in ENEA Casaccia Research center in Rome; burner C is the 500kW ANSALDO Ricerche burner in Gioia del Colle. [VIII-2]
In a nutshell, ODC system uses radiant energy as a nonintrusive and natural seeding to describe turbulent combustion dynamics. This means that combustion instabilities, both fluid-dynamic and thermo-acoustic, extinctions and reignitions, and pulsations can be detected. In particular, this work shows that the nonzero auto-correlation function of radiant energy signal identifies the onset of thermo-acoustic instabilities. Furthermore, being the radiant energy dynamics proportional to temperature dynamics, ODC also reveals time evolution of the average (in space) temperature inside the combustion chamber; measurements show that temperature increases rapidly before (a few seconds) the onset of thermo-acoustic instability.

**VIII.2.1 250kW Premixed Liquid Oil/Air Savona Burner**

This burner, when fed by means of 288 g/s of air and 0.168 g/s of liquid oil, is in a stable mode. Increasing fuel mass flow rate up to 0.232 g/s, the operating mode switches to unstable; the type of instability is not fluid-dynamic, but thermo-acoustic. Air is preheated at 1073 K. The operating mode transition from stability to “humming” is analyzed by using a pressure transducer and ODC with not collimated photodiode.

Fig. VIII-2 shows the time evolution of radiant energy (black line) and pressure (red line) raw signals in a 30 s time window. The radiant energy signal increases slowly as the fuel mass flow rate is increased, meaning an increase of the averaged temperature inside the burner. Seven time windows, each of 0.5 s and marked in the same figure from A to G, are here examined as representative of different operating conditions of the burner: they range from stability (A) to situations showing precursors of instability without (B) and with (C) temperature increase (drift), up to the quick onset of instability (D), then to “humming” (E) and then, through a quick exit from this regime (F), back to stability (G). These conditions are reached by firstly increasing and then decreasing the fuel mass flow rate.

![Fig. VIII-2: Characterization of transition from stable to unstable mode in the 250kW premixed liquid oil/air burner located in Savona Combustion Laboratory (Savona, Italy). The red line refers to pressure signal, while the black one to radiant energy. [VIII-2]](image-url)
Fig. VIII-3 shows some information associated to the intervals marked in Fig. VIII-2. In particular, the first column from left (index 1) reports cross-correlation between pressure and radiant energy signals; the central column (index 2) reports auto-correlation for both signals (it was calculated without subtracting the average value of the signal in the time window considered, and normalized by its variance); the third column (index 3) reports semi-log plots of frequency spectra.

Looking at Fig. VIII-3, it can be observed that when the burner is in the stable operating mode (A), pressure and radiant energy are not correlated (plot A1), nor auto-correlated (plot A2). Furthermore, this condition does not show any dominant frequencies, apart from some peaks with amplitude negligible with respect to those present in the other time windows (plot A3): 15, 39, 52 and 66Hz for radiant energy and 17, 54, 74, 80Hz for pressure. It is stressed that pressure peaks are at frequencies slightly higher than radiant energy.

While increasing fuel mass flow rate, some precursors of instability appear, thus increasing correlation and auto-correlation of both signals (plots B1 and B2). When this condition is reached the system shows a dominant frequency at $\sim 80$ Hz (plot B3). It is interesting to note that this dominant frequency was in fact already present in the pressure field of the stable regime (plot A3); increasing fuel mass flow rate forced radiant energy field to synchronize with pressure field, since pressure field is expected to modulate inlet flow rates and consequently heat release.

Unstable situations like the previous one have short life-time and the system quickly tends to dampen these fluctuations. Continuing to increase fuel mass flow rate more energy is released inside the system; then temperature increases (as the radiant energy drift of Fig. VIII-2 from C to D confirms), and the precursor events become more frequent. The dominant frequency evidenced in plot B3 (i.e., $\sim 80$ Hz) tends to become steady, being present (plot C3) also when cross-correlation between pressure and radiant energy is negligible (plot C1). “Calm” situations like this may arise during transition to “humming”. In plot C3 radiation shows a richer frequency spectrum than pressure, especially at frequencies lower than the dominant 80Hz, with a peak at 32 Hz, even though amplitudes of both signals are lower than in plot B3. Pressure is not auto-correlated (plot C2), while the auto-correlation of radiant energy is not negligible, thus providing information about the unstable state of the system. It is noted that radiant energy auto-correlation in plot C2 seems not to show a “burst mode” as in plot B2, but this is due to the specific expression used to calculate it in all this work: not removing the local average of signal in the 0.5 s time window used to calculate the auto-correlation normalized by means of variance enhances the effect of signal drift between C and D. This fact also explains the zero cross-correlation between pressure and radiant energy (plot C1).

In correspondence of the steep radiant energy gradient (D) there is the onset of instability, i.e, the transition to a fully established unstable condition (“humming”): cross-correlation and auto-correlation grow (plots D1, D2, E1, E2); characteristic frequencies are shifted (112 and 136Hz in plot D3) according to the increase in temperature of the medium (that increases the sound speed, i.e., propagation velocity of acoustic wave), and then “selected” up to the establishment of a single frequency (112 Hz in plot E3). It is observed that if the wavelength of the standing acoustic wave is assumed constant during the transition from B to E, it follows that the ratio between the dominant frequencies, i.e., $112/80 = 1.4$, is equal to the ratio between the sound speeds; thus, the ratio between temperatures inside the chamber is $T_E/T_B = 1.96$, that might be considered in agreement with the increase of the radiation amplitude in Fig. VIII-2.
Figure VIII-3: Characterization of transition from stable to unstable mode in the Liquid Rapid Premixed burner of Savona combustion laboratory. The letters from A to G refer to time intervals in Figure VIII-2. The first column from left (index 1) reports cross-correlation between pressure and radiant energy signals; the central column (index 2) reports autocorrelation for both signals; the third column (index 3) reports frequency spectra. In the last two types of graphics, the red line refers to pressure signal, while the black one to radiant energy. [VIII-2]
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When fuel mass flow rate is decreased down to its initial value the system tends to exit from the unstable regime (F) in a way similar to its entrance (C). Pressure and radiation are not correlated any longer exhibiting rich frequency spectra of low amplitudes (plot F3); in particular, pressure spectrum spreads over a wide range of frequencies, while radiation is confined to frequencies lower than the ∼ 80 Hz dominant in condition B. It is interesting to note that the acoustic frequencies 108 and 140 Hz, approximatively already present in plot D3, appear again. Finally, the system slowly turns back to its stable initial configuration (G). Averaged temperature level inside the combustor stays still high (in the time 30 s window analyzed), likely due to walls, now hotter than before “humming”. This means that transition to the stable mode is slow and that the system may turn back to “humming” easier than before, i.e., by a less increase of the fuel mass flow rate.

As concluding remark, it is stressed that precursor events tend to grow many seconds prior the fully establishment of instability, as in case B (see plot B2 and E2); in particular, they are detected ∼ 14 s earlier by the photo-diode. This feature is strategic for active control applications.

VIII.2.2 300kW Nonpremixed H2/O2 MICOS Burner

This burner, when feeded by means of 1.5Nm3/h of O2 and 3.5Nm3/h of H2, is in a stable stoichiometric condition. Increasing O2 mass flow rate up to 6 Nm3/h, the operating mode becomes unstable, and combustion produces a lot of noise. The transition from stability to “humming” is analyzed by using the ODC in a 150 s time window.

Fig. VIII-4 shows the time evolution of radiant energy. Five time windows, each of 0.5 s and marked in the same figure from A to E, are considered as representative of different operating conditions of the burner: they range from stability (A) to instability (B and C) and then, through a quick exit from this regime (D), back to stability (E).

Fig. VIII-6 shows some information associated to the intervals marked in Fig. 5. In particular, the first column (index 1) reports normalized auto-correlation and the second one (index 2) reports semi-log plots of frequency spectra.

Looking at Fig. VIII-6, it can be observed that when the burner is in the stable operating mode (A) radiant energy is weakly correlated (plot A1). Furthermore, this condition shows a dominant frequency (∼ 70Hz).

While increasing oxygen mass flow rate, mixture becomes poor and tends to show unstable characteristics. These are identified by looking at auto-correlation that increases (plot B2); furthermore, the system shows two dominant frequencies at ∼ 60 and 250Hz. The latter frequency was not present in the radiation field of the stable regime (plot A2), and does not change from B2 to C2. In C the lower frequency is decreased in amplitude. Looking at Fig. VIII-4, it is observed that the radiant energy increases from B to C, but the amplitude of spectrum is greater in B (plot B2) than in C (plot C2); also the number of peaks in autocorrelation is greater in plot B1 than in plot C1. This means that the system can turn back to stable condition also when heat release (radiant energy) increases, because changes of sound speed may strongly alter the synchronization between heat release and pressure waves.

Turning back to the initial oxygen mass flow rate, the heat release decreases. The auto-correlation of radiant energy decreases too (plot D1 and E1) and does not show a “burst mode” as in plots B1
and C1. It is stressed that the case D is located where there is a steep gradient of radiant energy; therefore, as in plots C2 and F2 of Fig. VIII-3, plot D1 shows the effect of temperature drift. The frequency spectra (plots D2 and E2) turn back similar to that in plot B2.

VIII.2.3 500kW Premixed CH4/Air TG500 Burner

This burner is analyzed in a 80 s time window, as shown in Fig. VIII-5. Looking at plots A1 and A2 of Fig. VIII-7, it is observed that weak instabilities are experienced also at initial nominal conditions. By changing mass flow rates these instabilities are enhanced up to the establishment of a dominant frequency of \( \sim 50 \text{Hz} \) in plot B2 that shifts up to \( \sim 60 \text{Hz} \) in plot D2. It is noted that in this case, when heat release is maximum, the system goes out from “humming” state (see plot E2), even though plot E1 shows a nonnegligible autocorrelation due to the temperature drift of the system.
Fig. VIII-6: Characterization of transition from stable to unstable mode in the MICOS burner. The letters from A to E refer to time intervals in Fig. VIII-4. The first column from left (index 1) reports auto-correlation of radiant energy signal; the second column (index 2) reports its frequency spectra. [VIII-2]
Fig. VIII-7: Characterization by means of radiant energy of transition from stable to unstable mode in the TG500 burner. The letters from A to E refer to time intervals in Fig. VIII-5. The first column from left (index 1) reports auto-correlation of radiant energy signal; the second column (index 2) reports its frequency spectra. [VIII-2]
VIII.3 1MW Premixed CH4/Air COMET-HP Burner

VIII.3.1 Burner V64.3A

For the present study a single model burner which mimics a typical design of a heavy duty gas turbine burner is used: Siemens-Ansaldo V64.3A ([I-24], [VIII-3]).

The burner is equipped with three different injection lines, respectively called “pilot”, “diffusion” and “premix”. The fuel injection directions respect to the air flow is axial for the “pilot”; at about 30° for the “diffusion”; orthogonal for the “premix”. The “diffusion” line is employed to keep the flame stable during the burner start-up, whilst in the full power operation only the premix and the pilot lines are used. The “pilot” gas nozzle stabilizes the premixed flame.

The air is injected into the combustion chamber through two coaxial convergent ducts. Most of the air goes through the external one, where also the “premix” fuel is injected, and where some blades are located to induce a swirling motion in the flow. A little fraction of air (around 10%) goes through the inner duct, where both the “diffusion” and “pilot” injections are located.

Then, the V64.3A burner is fired by natural gas (i.e., methane) and can be operated with either non-premixed (i.e., diffusion) or premixed mode gas injection.

A sketch of the burner is shown in Fig. VIII-8. The air passage consists of two concentric annular air swirlers. The inner one is equipped with nozzles for pilot gas and non-premixed gas injection. In case of non-premixed operation, the natural gas is injected through the non-premixing nozzles. In premixed mode the premixing gas nozzles and optionally to a minor part the pilot nozzles are used. In both modes, the air is fed through the axial as well as the diagonal swirling passages with the same flow split. The swirler has 18 blades (one each 20°), oriented to 69°. Each blade has 10 holes of 1 mm diameter. The swirl number is S~0.4-0.6.

The exit diameter D is 119 mm and the outlet velocity of the burner is 5-6 m/s.

The engine is started, accelerated and loaded in diffusion mode up to a certain flame temperature (or turbine outlet temperature respectively) which is needed to stabilize a premixed flame. After the transition to full premix mode (with a small pilot flame) the further loading up to base load.

In the gas turbine the burner is usually operated in premixed mode with pilot gas injection for better flame stability. Under test rig conditions, pilot gas injection was used.
VIII.3.2 Test Rig

The burner is implemented into a single burner test rig operating at atmospheric pressure. **COMET-HP (COMbustion Experimental Tests in High Pressure conditions)** is a combustion test chamber in ENEA Casaccia Research center in Rome (Fig. VIII-9), and it is an experimental facility to study combustion processes in turbogas (TG). It was made to study thermo-acoustic instability in the last generation of premixed TG and to develop new nonintrusive diagnostic systems and control methodologies. This test facility can work with a burner in full-scale for maximum power of 1 MWt and maximum pressure of 7 bar. The oxidizer used in this facility is atmospheric air that is preheated at the maximum of 450°C (usually it is preheated at 250°C in our experiments). The experimental set-up has three line-of-sight optical access for the laser techniques. They are placed at 90° each in correspondence of the flame region.

Fig. VIII-10 shows a sketch of the test rig. The combustion chamber has a circular cross-section with diameter of 300 mm, that is about 2.5 D, where D is the diameter of the burner outlet. The overall length of the combustor is about 3.74 m. The combustion chamber has refractory walls. The test rig was equipped with two pressure transducers and two ODC, i.e. two collimated photodiodes.

Fig. VIII-8: Schematic layout of the Siemens-Ansaldo V64.3A burner.
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Fig. VIII-9: Images of COMET-HP installation in ENEA Casaccia Research center in Rome.

Fig. VIII-10: Sketch of the COMET-HP burner examined in this work. It is 1 MW burner in ENEA Casaccia Research center in Rome. It is possible to observe the positions of two collimated photodiodes and two pressure transducers in our experimental set-up.
VIII.3.3 Operating conditions

In premixed mode, three different operating points where combustion oscillations are present were investigated:

- First, a **stable condition** at $\Phi_{\text{global}}=0.58$ and $\Phi_{\text{premix}}=0.56$. The OASPL is 133 dB.
- Second, a **weakly unstable flow** at $\Phi_{\text{global}}=0.36$ and $\Phi_{\text{premix}}=0.34$. The OASPL is 140 dB.
- Third, a **strongly unstable flow** at $\Phi_{\text{global}}=0.27$ and $\Phi_{\text{premix}}=0.25$. In this condition the combustion oscillations became quite loud and the OASPL is 155 dB.

It is important to define that

$$
\Phi_{\text{global}} = \frac{F}{A_s} = \frac{\text{Primary fuel + Pilot fuel}}{\text{total air}}
$$

$$
\Phi_{\text{premix}} = \frac{\text{Primary fuel}}{0.9 \cdot \text{total air}}
$$

where total air is the sum of primary and secondary air of service pipe.

These conditions are reached by increasing the air mass flow rate, then going towards lean mixture.

In all cases the air was preheated to 523 K.

The optical and pressure signals are sampled at $f_s=5$ MHz (DAQ sampling frequency), with signal averaging of 100 samples, time windows of 2 s and acquiring the signals for 1 minute.

VIII.3.4 Flame chemiluminescence spectrum of V64.3A burner

An interesting work of ENEL [VIII-3] verify the scalability to industrial scale of optical techniques based on chemiluminescence of excited radicals such as $\text{OH}^*$, $\text{CH}^*$ or $\text{C}_2^*$.

**a) UV and visible range**

The relative intensity of the emission band changes depending on the fuel injection mode (premixed or diffusion); the intensity of $\text{OH}^*$ signal remains the same in both fuel injection ways, while the intensity of $\text{CH}^*$ and $\text{C}_2^*$ becomes lower for the premixed one. The ratio between the peaks and the background intensity becomes lower because of an increment of background emission. In the 600-900 nm range the light emission intensity increases and some new feeble peaks appear: the light intensity is very high and the imperceptible peaks, presumably due to the emission from water molecules [III-41], stand out from the background.

**b) Red and very near IR range**

The growing of the spectral signal in the 600 nm to 900 nm range would be linked to the black-body emission from incandescent sections of the combustor.

This is confirmed by the flame image taken inside the combustor through the image channel of camera.
The black-body emission becomes significant over 500 nm and the total spectrum acquired is the sum of two contributions: flame emission and black-body emission [III-41].

![Flame spectrum of Siemens-Ansaldo V64.3A burner](VIII-3).

The NO\textsubscript{x} emissions are better correlated to the optical emission than to the equivalent ratio [III-41]. In fact NO\textsubscript{x} formation takes place in the non homogenous part of the combustion; while the equivalence ratio is an average value and it doesn’t take combustion fluctuations into account. On the contrary, the OH\textsuperscript{*} chemiluminescence is due to all the internal mechanisms of the combustion. This might be the reason for the relatively good correlation between the OH\textsuperscript{*} chemiluminescence intensity and the NO\textsubscript{x} emission.

**VIII.3.5 Experimental unsteady characterization and results**

Looking at the Fig. VIII-13a, Fig. VIII-14a and Fig. VIII-15a it can be observed that autocorrelation coefficients of both acoustic and radiant energy signals increase when moving towards instability, i.e., a leaner combustion. The acoustic signal has more information than the optical one, since the amplitude of radiant energy fluctuation is low with respect to the mean, hence resulting into a low dynamic information, and it suggests to use some filters. Besides, comparing the present results with those obtained without collimation in the Savona burner (Fig. VIII-3) it can be concluded that the angle of view of the ODC probe has to be wider to monitor combustion instability, i.e., the portion of the flame to be monitored has to be as wider as possible. Furthermore, the more convenient location of ODC to more likely capture the flame should be the front view position.

Looking at cross-correlations of signals of the same type (Fig. VIII-13b, Fig. VIII-14b and Fig. VIII-15b), i.e., pressure-pressure and ODC-ODC at different positions, the same conclusions may be drawn.

The cross-correlation coefficient of pressure signals in all the cases considered have the first peak to $\tau=0.0055$ s. Since the distance between the two pressure transducers is 3 cm, the predicted mean velocity inside the combustion chamber is 5.45 m/s, that perfectly agrees with the expected...
value. It gives an important information about the *pseudo-sound velocity*\(^7\). The cross-correlation coefficient of pressure signals is not able to reveal the acoustic velocity since of the resolution of it.

Finally, the ODC signal in this configuration is unable to diagnostic the operating state of the combustor since it is too collimated and it can’t capture the global dynamics. Hence, the frequency analysis is performed only for the acoustic signals.

The geometry of V64.3A burner is very complicated, then frequency spectra (Fig. VIII-13c, Fig. VIII-14c and Fig. VIII-15c) reveal some peaks presents at all the three regimes examined (Fig. VIII-12), although with different amplitudes:

1) At the first condition in **stable mode** the pressure spectra shows dominant frequencies (Fig. VIII-13c): in particular 7, 18, 25, 75, 141, 213, ~350, 512, 758, 5754, 11481 Hz.

2) At the second condition in **weakly unstable mode** the pressure spectra show dominant frequencies (Fig. VIII-14c): in particular 7, 22, 26, 75, 144, ~185, ~360, 543, 653, 758, 5754, 8912, 11481 Hz.

3) At the third condition in **strongly unstable mode** the pressure spectra show dominant frequencies (Fig. VIII-15c): in particular 6, 22, 37, ~70, 109, ~185, ~370, 562, ~758, 5754, 8511, 11481 Hz, and others peaks.

The experimental data show that the combustion noise is broadband, in particular:

- It is important to note that in the most unstable condition the system shows a frequency of ~185 Hz, named \(f_{LR}\) (longitudinal resonant frequency). This is associated to the fundamental longitudinal acoustic frequency of the combustor. In fact, the length of the combustor from the reaction zone up to a first restriction is L = 3.74 m. The resulting sound speed is \(a = \lambda f_{LR} = L f_{LR} = 690\) m/s. Considering that the \(\gamma R_{gas}\) for CH\(_4\)/Air combustion is about 390 J/(kg K), the associated and predicted average temperature is \(\bar{T}_{C} = 1220\) K = \(\bar{\varepsilon}^2 / (\gamma R_{gas})\), that is plausible and in agreement with the local temperature measurement 1800 K in the reaction zone.

- The frequency of 5754 Hz named \(f_{TRR}\) (transverse radial resonant frequency) is associated to the fundamental transverse acoustic frequency of the combustor. In fact, the radius of the combustor is \(r=0.15\) m. The resulting sound speed is \(c = \lambda f_{TRR} = r f_{TRR} \approx 860\) m/s. Considering that the \(\gamma R_{gas}\) for CH\(_4\)/Air combustion is about 390 J/(kg K), the associated and predicted average temperature in the reactive zone near the pressure transducers is \(\bar{T}_{R} \approx 1890\) K = \(\bar{\varepsilon}^2 / (\gamma R_{gas})\), that is plausible and in agreement with the local temperature measurement 1880 K in the reaction zone where is present a pilot diffusive flame.

- The frequency of 758 Hz named \(f_{TAR}\) (transverse azimuthal resonant frequency) is associated to the fundamental azimuthal acoustic frequency of the combustor. The equation

---

\(^7\) The pressure pulsation that are not a solution of pressure wave equations and that are produced by non-stationary vortex motion of the medium as an incompressible are called “pseudo-sound”. In addition to the direct noise radiation, the surface-pressure fluctuations and vorticity waves, i.e. hydrodynamic pressure fluctuations (pseudo-sound), are of importance because they tend to excite structural vibration and low-frequency noise.
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\( f = n \bar{c} / (\pi d) \) provides a theoretical estimate for the characteristic acoustical frequencies of azimuthal modes of any annular combustion chamber. At an average combustion chamber diameter of \( d=0.3 \text{m} \) and a speed of sound of \( \bar{c}=690 \text{ m/s} \) (assuming an average combustion chamber temperature of 1220 K), the resulting frequency for the combustion chamber is 732 Hz for the first harmonic \( (n=1) \), a value in agreement with experimentally determined characteristic frequency.

- The frequency of \(~70 \text{ Hz}\) named \( f_{\text{HR1}} \) \((\text{first Helmholtz resonant frequency})\) is associated to the “bulk” frequency of the combustion chamber for the neck of premixed burner. The equation \( f_{\text{HR}} = \frac{\bar{c}}{2\pi} \left( \frac{S_{\text{neck}}}{l_{\text{eff}}} \right) V \) provides a good theoretical estimate of this type of resonance. \( V \) is the volume of the combustion chamber (i.e., cavity) that have an average diameter of 0.3 m and a length of about 3.74 m. The diameter of the premixed mixture opening (or neck) is 0.119 m, and his length \( l \) is about 0.1 m. At an average combustion chamber temperature of 1220 K, \( f_{\text{HR}} \) corresponds to an average speed of sound of \( \bar{c}=690 \text{ m/s} \).

- The frequency of \(~30 \text{ Hz}\) named \( f_{\text{HR2}} \) \((\text{second Helmholtz resonant frequency})\) is associated to the “bulk” frequency of the combustion chamber for the neck of pilot burner. The diameter of the pilot flame opening is 0.05 m, and his length \( l \) is about 0.1 m.

- There is a low frequency peak of \(~7 \text{ Hz}\) that could be due to mechanical frequency, e.g. the valve regulation of the mass flow rate.

- While the amplitude of \( \sim 22\text{Hz} \) and 758 Hz grow going towards the unstable state, the amplitude of \( \sim 75 \) and 5754 Hz decreases.

- The frequency of 11481 Hz can be associated to the fuel flow injection in the 12 blades of the swirl that has 10 holes each \((d_{\text{holes}}=1 \text{ mm})\) where the \( u_f \approx 22.5 \text{ m/s} \), with \( St=0.24 \). The characteristic length considered in the Strouhal number is the radius of holes \((r_h\sim0.5 \text{ mm})\).

- The spectra reveal frequency peak of \(~350-360 \text{ Hz}\) that could be associated to the precession motion of the central recirculation zone that is likely to occur in this swirled flow. This precession mode has a characteristic \( St \) number.

The effect of confinement and partial premixing for weak equivalence ratios, \( \Phi=0.1–0.3 \), show the value of Strouhal number being reduced by up to a factor of 3 compared to the isothermal state: in particular if the swirl number is \( S\sim0.7 \) the value of Strouhal number drops dramatically from that of the isothermal state, 1.2 to \(~0.5 \) [I-30].

The Strouhal number \((St = \frac{f D_b}{u_b}=0.5)\) is derived from the burner flow rate and is based on the burner exhaust area. \( D_b \) is the exhaust diameter of swirl burner (in our case \( D_b=119 \text{ mm} \)), i.e. the diameter of the burner, \( u_b \) is the average bulk burner exit axial velocity.

In our case, \( Q_{\text{air}} \approx 1800 \text{ kg/h} \) then \( u_b \approx 80 \text{ m/s} \) \([\rho_{\text{air}}(T=250^\circ\text{C})=0.6 \text{ kg/m}^3]\), and the resulting frequency of PVC is about 350 Hz.
Separate work on unconfined swirling flames shows that even when the vortex core precession is suppressed the resulting swirling flames are unstable and tend to wobble in response to minor perturbations in the flow, most importantly close to the burner exit. The PVC can be completely suppressed by combustion with premixed flames [1-30].

The V64.3A burner has a pilot gas nozzle to stabilize the premixed flame, and the sound field from non-premixed flames is less well characterized than that radiated by premixed flames. Theoretical analysis of nonpremixed flames is more difficult because the rate of heat release is less easily modelled in this case, and this quantity also can not be extracted from direct measurements of free radical emission.

![Autospectra of pressure transducer](image)

**Fig. VIII-12:** Comparison of autospectra of pressure transducer of characterization of transition from stable ($\Phi_{global}=0.58$) to unstable mode ($\Phi_{global}=0.27$) in the COMET-HP burner of ENEA.
Fig. VIII-13: Characterization of stable condition Φ_{global}=0.58 in the COMET-HP burner of ENEA. It reports autocorrelation (a) of all probes, and cross-correlation (b) between two pressure transducers and ODC signals. It reports frequency autospectra of pressure transducer (c). In the first two type of graphics the red line refers to pressure signal, while the black one to radiant energy.
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Fig. VIII-14: Characterization of unstable condition $\Phi_{global}=0.36$ in the COMET-HP burner of ENEA. It reports autocorrelation (a) of all probes, and cross-correlation (b) between two pressure transducers and ODC signals. It reports frequency autospectra of pressure transducer (c). In the first two type of graphics the red line refers to pressure signal, while the black one to radiant energy.
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VIII.4 Application to Control Systems

Combustors based on some form of premixing to reduce pollutant emissions generally exhibit instabilities produced via a fluid-dynamic and/or thermo-acoustic way. Transition from stable to unstable combustion, and in particular to blowout, happens through a transient regime in which flame experiences large scale pulsations that produce localized extinctions and reignitions, noise and changes in radiant emissions. Thus, acoustic and optical sensors are suitable for instability monitoring and control. Unstable events may become critical and bring about dangerous situations. Devices for diagnostics and monitoring are therefore needed to early detect some precursor events. Once identified the “right” precursors and the physical quantity (usually of acoustic or optical nature) to sample to detect them, signal thresholding and frequency analysis can be implemented as strategies in an active control system to avoid the establishment of unstable regimes.

Usually, combustion instabilities are studied on pressure signal base. However, this strategy has some problems. In fact, acoustic energy is too much affected by external parameters (location of transducers, vibration of the structure), and acoustics of the system can hidden some effects of combustion dynamics in spectra of pressure; furthermore, thermal energy, i.e., heat release, produces pressure fluctuations that interact with combustion chamber acoustics, which is not steady because depends on temperature (this is critical when the burner is unstable).

Optical sensors seem to be a better choice. It has been shown [VII-19] that the most limiting constraint on the detector time response is set by the duration of the precursor events, such as extinctions and reignitions; typically such events have a duration above 1 ms but in particular situations this time may decrease due to preheating effects or strong thermo-fluid-dynamic interactions (vortex stretching). Thus the sensors need a frequency response ranging from 10 kHz to 1 MHz. Optical sensors suitable for these applications are photo-diodes and photomultipliers. Besides high frequency response, that permits real time control, a sensor should be also robust enough to operate in a combustor or, much better, if non-intrusive. Work done shows that photo-diodes meet these requirements.

Photo-diodes working up to 10MHz are available at low cost (~ 50–100 Eur). They are passive elements, i.e., they require low voltages (10–30V for the one used in this article); they are small, require small space and have a low weight (~0.05 kg).

Photomultipliers usually work at much higher frequency than photo-diodes, but cost more (~ 10 times). They are active sensors, i.e., require higher voltages provided by a high voltage supply; they are bigger than photo-diodes, require more space (usually have also optics) and weigh more (~ 0.5 kg only for the sensor). They have a high signal to noise ratio, higher than photo-diodes, but they are strongly influenced by mechanical vibrations that increase noise.

Furthermore, these optical sensors can be coupled to optical fibers (that must withstand high temperatures) to keep the sensor far from a harsh environment. However, if focusing on small volumes is needed, Cassegrain optics is required [II-143], but this complicates the set-up.

From the previous characteristics of photo-diodes and photomultipliers, it is concluded that photomultipliers are very sensitive instruments but due to their structural characteristics are unpractical for aero- and space- systems, where there are size and weight constrains and vibrations.

To identify the precursor events via radiant energy sampling, a threshold method can be used. This strategy is based on a relative measurement (e.g., with respect to a mean signal measured...
over a short time window prior to the event) and therefore it is less affected by engine aging, detector deterioration (such as partial coating of the diode or of the fiber end in the combustor due to soot deposition), and slow variations in engine settings. An identification strategy based on a threshold method working on lower statistical moments (such as mean) provides also good time response. It is important to note that since the acoustic pressure has a zero mean value, the relative measure cannot be based on means but needs higher statistical moments, such as rms or kurtosis ([VII-19], [VII-22]). This is a negative point for using pressure transducers in control system, requiring longer analysis.

Aiming to control by means of optical sensors, the field of view and the location of the optical port are also important. Since precursors can correspond to localized extinctions of the flame in regions of critical stability, the optical port should be located close to the injectors not directly looking at them, but at a wide area downstream in the combustor. Though not directly discussed in this work, the photo-diode sensing has already been used in an active control system to prevent flame blowout [VII-3].

**VIII.5 Conclusions**

A new optical instrument based on photo-diodes, called ODC, has been applied for thermoacoustic instability analysis. ODC provides information at very low cost and in real time about turbulent and chemical scales. It has been shown that the sampled flame radiant energy signal can be used for early detection of thermo-acoustic instabilities, i.e., before reaching the critical state of the system, or in other words, before self-excited oscillations are established inside the combustor. Coupling acoustics and radiant energy analysis showed that ODC system alone is able to detect thermo-acoustic instability: the onset happens when the auto-correlation of the radiant energy signal grows. Precursor events of instability are detected many seconds before its fully developed state; this suggests to use ODC as controller in Active Control systems in Gas Turbine to avoid dangerous unstable state.
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ATTACHMENT A: Lighthill’s theory

A.1 Introduction

Aeracoustics is a branch of acoustics that studies noise generation via either turbulent fluid motion or aerodynamic forces interacting with surfaces. Noise generation can also be associated with periodically varying flows. Although no complete scientific theory of the generation of noise by aerodynamic flows has been established, most practical aeroacoustic analysis relies upon the so-called Acoustic analogy, whereby the governing equations of motion of the fluid are coerced into a form reminiscent of the wave equation of “classical” (i.e. linear) acoustics.

Acoustic analogies are applied mostly in numerical aeroacoustics to reduce aeroacoustic sound sources to simple emitter types. They are therefore often also referred to as aeroacoustic analogies. In general, aeroacoustic analogies are derived from the compressible Navier-Stokes equations. The compressible Navier-Stokes equations are rearranged into various forms of the inhomogeneous acoustic wave equation. Within these equations, source terms describe the acoustic sources. They consist of pressure and speed fluctuation as well as stress tensor and force terms. Approximations are introduced to make the source terms independent of the acoustic variables. In this way, linearized equations are derive which describe the propagation of the acoustic waves in a homogeneous, resting medium. The latter is excited by the acoustic source terms, which are determined from the turbulent fluctuations.

In the aeroacoustic field we have three principal analogy:

a) The Lighthill analogy ([A-1], [A-2]) in 1952 considers a free flow, as for example with an engine jet. The nonstationary fluctuations of the stream are represented by a distribution of quadrupole sources in the same volume.

b) The Curle analogy [A-3] is a formal solution of the Lighthill analogy, which takes hard surfaces into consideration.

c) The Ffowcs Williams-Hawkings analogy [A-4] is valid for aeroacoustic sources in relative motion with respect to a hard surface, as is the case in many technical applications for example in the automotive industry or in air travel. The calculation involves quadrupole, dipole and monopole terms.

A.2 Lighthill’s equation

The most common and a widely-used of the acoustic analogies is Lighthill’s aeroacoustic analogy. It was proposed by James Lighthill in the 1950s ([A-1], [A-2]) when noise generation associated with the jet engine was beginning to be placed under scientific scrutiny. Lighthill’s theory of aerodynamic noise is based on the exact equations of fluid flow. Lighthill showed that the energy radiated outward as sound from an unsteady fluid flow is such a small fraction of the flow kinetic energy. Lighthill (1952) rearranged the Navier-Stokes equations, which govern the flow of a compressible viscous fluid, into an inhomogeneous wave equation, thereby making an analogy between fluid mechanics and acoustics.
The exact flow equations for a perfect gas relate to the conservation of mass, momentum and energy can be written, respectively, as:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = \rho m \tag{A-1}
\]

\[
\frac{\partial \rho \vec{v}}{\partial t} + \nabla \cdot (\rho \vec{v} \vec{v} - \tau) + \nabla p = \rho g \vec{k} + \rho F \tag{A-2}
\]

\[
\frac{\partial \rho \vec{v}}{\partial t} + \rho \vec{v} \cdot (\rho \vec{v} - q - \tau \cdot \vec{v}) - \frac{\partial p}{\partial t} = \rho E + \rho F \cdot \vec{v} \tag{A-3}
\]

where the density \( \rho \) and velocity \( \vec{v} \) of the fluid depend on space and time.

It is important to remember that \( \nabla \tau = \frac{\partial \tau_{ij}}{\partial x_j} \) where \( \tau_{ij} \) is the Stokes stress tensor. This stress tensor is written

\[
\tau_{ij} = -p \delta_{ij} - \frac{2}{3} \mu \varepsilon_{kk} \delta_{ij} + 2 \mu \varepsilon_{ij}
\]

where \( p \) is the fluid pressure and \( \varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \) are the fluid rates of strain.

Neglecting the gravitational term (\( \rho gk \)) and source terms (\( \rho m, \rho F \)), we can write the conservation of mass equation (A-1) and the conservation of momentum equation (A-2) in non-conservative form, in the following way:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = 0 \tag{A-4}
\]

\[
\rho \frac{\partial \vec{v}}{\partial t} + \rho (\vec{v} \cdot \nabla) \vec{v} = -\nabla p + \nabla \cdot \tau \tag{A-5}
\]

Now, multiplying the conservation of mass equation by \( \vec{v} \) and adding it to the conservation of momentum equation gives

\[
\frac{\partial (\rho \vec{v})}{\partial t} + \nabla \cdot (\rho \vec{v} \times \vec{v}) = -\nabla p + \nabla \cdot \tau \tag{A-6}
\]

Note that \( \times \) is a tensor product, then \( (\rho \vec{v} \times \vec{v}) \) is a tensor. Differentiating the conservation of mass equation with respect to time, taking the divergence \( (\nabla \cdot \cdot) \) of the conservation of momentum equation and subtracting the latter from the former, we arrive at

\[
\frac{\partial^2 \rho}{\partial t^2} - \nabla^2 p + \nabla \cdot \nabla \cdot \tau = \nabla \cdot \nabla \cdot (\rho \vec{v} \times \vec{v}) \tag{A-7}
\]
Subtracting $c_0^2 \nabla^2 \rho$, where $c_0$ is the speed of sound in the medium in its equilibrium state, from both sides of the last equation (A-7) and rearranging it results in

$$\frac{\partial^2 \rho}{\partial t^2} - c_0^2 \nabla^2 \rho = \nabla \cdot \left[ \nabla \cdot (\rho \nabla \times \nabla) + \nabla (p + \rho \cdot \tau - c_0^2 \nabla \cdot \rho) \right]$$  \hspace{1cm} (A-8)

which is equivalent to

$$\frac{\partial^2 \rho}{\partial t^2} - c_0^2 \nabla^2 \rho = \nabla \cdot \left[ (\rho \nabla \times \nabla) - \tau + (p - c_0^2 \rho) \bar{I} \right]$$  \hspace{1cm} (A-9)

where $\bar{I}$ is the identity tensor, and $:\$ denotes the (double) tensor contraction operator.

The above equation is the celebrated **Lighthill equation of aeroacoustics**. It is a wave equation with a source term on the right-hand side, i.e. an inhomogeneous wave equation. The argument of the “double-divergence operator” on the right-hand side of last equation, i.e., is the so-called **Lighthill turbulence stress tensor** for the acoustic field, and it is commonly denoted by $T$.

$$T = (\rho \nabla \times \nabla) - \tau + (p - c_0^2 \rho) \bar{I}$$

Using Einstein notation, Lighthill’s equation can be written as

$$\frac{\partial^2 \rho}{\partial t^2} - c_0^2 \nabla^2 \rho = \frac{\partial^2 T_{ij}}{\partial x_i \partial x_j}$$  \hspace{1cm} (A-10)

where, the exact expression for $T_{ij}$ in viscous compressible flow is

$$T_{ij} = \rho v_i v_j - \tau_{ij} + (p - c_0^2 \rho) \delta_{ij}$$

where the velocity components $v_i$ and $v_j$ are evaluated in the flow at emission points $y$, and the pressure $p$ and the density $\rho$ are the local instantaneous pressure and density of the fluid.

The left side of Lighthill’s equation (A-10) describe the propagation of acoustic disturbances through the ambient medium at the speed of sound $c_0$. The right side is then interpreted as a forcing function or source term.

The left hand side of equation (A-10) has the form of a linear wave equation and the right hand side of this inhomogeneous wave equation can be considered as a source term presuming no viscous terms and small Mach numbers. While the turbulent reacting flow acts as a source, the acoustic waves propagate in a uniform acoustic medium. The transfer of information from the sources to the external medium is achieved through the Lighthill stress tensor $T_{ij}$ in a turbulent reacting flow, the viscous stress $\tau_{ij}$ in $T_{ij}$ is very small in comparison to the other terms and can be neglected. The velocity correlation term $\rho v_i v_j$ (Reynolds-stress term) and $(p - c_0^2 \rho)$ represent the sources caused by the turbulent flow and by the unsteady heat release.

An order of magnitude analysis of the Lighthill’s tensor showed [A-5] that the ratio of both terms scales to $Ma^2$, which indicates further, that for turbulent reacting flows at low Mach numbers $Ma^2 << 1$, the dominant term will be the last one on the right hand side of equation (A-10).
The $T_{ij}$ is the **Lighthill’s stress tensor**, and the tensor $\rho v_i v_j$ is called the **Reynolds stress tensor** that expresses the intensity of the turbulence in the source region. The term $\tau_{ij}$ is just the viscous part of Stokes stress tensor and the term $\left(p - c_0^2 \rho \right)$ expresses the differential between the actual pressure fluctuation ($p$) and those which would be caused by purely isentropic density fluctuations in the ambient fluid medium which has been characterized by $c_0$.

The exact expression for $T_{ij}$ is the Lighthill acoustic analogy instantaneous applied stress tensor, and $\delta_{ij}$ is the **Kronecker delta**, i.e. $\delta_{ij}=0$ when $i\neq j$ and $\delta_{ij}=1$ when $i=j$. Each of the acoustic source terms, i.e. terms in $T_{ij}$, may play a significant role in the generation of noise depending upon flow conditions considered.

In Lighthill’s acoustic analogy the unsteady fluid flow is replaced by a volume distribution of equivalent acoustic sources throughout the entire flow field. In this analogy the sources are embedded in a uniform medium at rest, in which the sources may move but not the fluid.

The essence of the Lighthill theory of aeroacoustic noise is the formulation of an **acoustic analogy**, in which the complicated process of sound generation by turbulence is modelled in terms of an acoustically equivalent set of acoustic sources embedded in an otherwise uniform medium at rest.

In practice, it is customary to neglect the effects viscosity of the fluid, i.e. one takes $\sigma=0$, because it is generally accepted that the effects of the latter on noise generation, in most situations, are orders of magnitude smaller than those due to the other terms. Lighthill (1952) provides an in-depth discussion of this matter.

In aeroacoustic studies, both theoretical and computational efforts are made to solve for the acoustic source terms in Lighthill’s equation in order to make statements regarding the relevant aerodynamic noise generation mechanisms present.

The following term

$$A(x,t) = \frac{\partial^2 T_{ij}}{\partial x_i \partial x_j}$$

is the **source term**, with $i=1,2,3$.

In the inhomogeneous wave equation (A-10) the source terms that involve $\frac{\partial}{\partial t}$, $\frac{\partial}{\partial x_i}$, $\frac{\partial^2}{\partial x_i \partial x_j}$ and $\frac{\partial^3}{\partial x_i \partial x_j \partial x_k}$ are labelled, respectively, monopole, dipole, quadrupole and octopole. For the source distribution function $A(x,t)$ given in equation (A-10) the source is quadrupole.

In the case of hot jets, Michalke and Michel gave in 1979 [A-6] an expression for the source term of Lighthill’s equation that takes the form

$$\frac{1}{c_0^2} \frac{\partial^2 \rho}{\partial t^2} - \nabla^2 p = \rho_0 \frac{\partial^2}{\partial x_i \partial x_j} \left[ \left(1 + \frac{p'}{\rho_0 c_0^2} \right) v_i v_j \right] - \frac{\partial}{\partial x_i} \left[ p' \frac{\partial}{\partial x_i} \left( \frac{\rho_0}{\rho} \right) \right]$$

$$\frac{\partial^2}{\partial x_i^2} \left[ \left(1 - \frac{\rho_0}{\rho} \right) p' \right] + \text{higher order}$$

(A-11)
where \( p = p_0 + p' \) and \( \rho = \rho_0 + \rho' \).

The knowledge of the behaviour of the stress tensor \( T_{ij} \) in the source region is crucial to the analytical modelling of acoustic radiation.

The pressure and density in the far-field ambient undisturbed fluid are \( p_0 \) and \( \rho_0 \), and since these quantities are constant so that

\[
\frac{\partial p_0}{\partial t} = 0 \quad \text{and} \quad \frac{\partial^2 p_0}{\partial x_i \partial x_j} = 0 \quad \text{for pressure;}
\]

\[
\frac{\partial \rho_0}{\partial t} = 0 \quad \text{and} \quad \frac{\partial^2 \rho_0}{\partial x_i \partial x_j} = 0 \quad \text{for density.}
\]

Thus we can write the wave equation for the instantaneous density fluctuation (in the absence of mass-injection)

\[
\frac{\partial^2 (\rho - \rho_0)}{\partial t^2} - c_0^2 \nabla^2 (\rho - \rho_0) = \frac{\partial^2}{\partial x_i \partial x_j} \left\{ \rho v_i v_j - \tau_{ij} + \left[ (p - p_0) - c_0^2 (\rho - \rho_0) \right] \right\} \delta_{ij}.
\]

For inviscid and isentropic fluid motions the \( T_{ij} \) reduces to the \( \rho v_i v_j \) which is just the nonlinear residue of the combination of the momentum and continuity equations. Often the magnitudes of the turbulent Reynolds stresses \( (\rho v_i v_j) \) dominate the viscous stresses \( (T_{ij}) \) in turbulent motion so the latter may be neglected.

\[
A(x,t) = \frac{\partial^2 T_{ij}}{\partial x_i \partial x_j} = \frac{\partial^2 (\rho u_i u_j)}{\partial x_i \partial x_j}
\]

In this case the wave equation in the absence of mass injection is now finally to the more simplified form

\[
\frac{\partial^2 (\rho - \rho_0)}{\partial t^2} - c_0^2 \nabla^2 (\rho - \rho_0) = \frac{\partial^2 (\rho u_i u_j)}{\partial x_i \partial x_j}
\]

which shows that the acoustic field is driven by the region of fluctuating Reynolds stresses. Outside the region of Reynolds stress fluctuations, the velocity fluctuations are acoustic. Thus, outside the region of turbulent fluid motion, Lighthill’s equation reduces to the wave equation of linear acoustics theory.

### A.3 Consideration about the exact solution of Lighthill’s equation

It is very important to realize that **Lighthill’s equation is exact** in the sense that no approximations of any kind have been made in its derivation.

Lighthill’s equation is exact and has the following solution for an unbounded flow:

\[
\rho(x,t) = \frac{1}{4\pi c_0^2} \iiint \frac{A(y,\tau)}{|x-y|} \, dy
\]

\((A-12)\)
where $\rho$ is the density fluctuation, relative to the ambient density $\rho_0$ received by an observer in the point $Q(x,t)$ in the far field due to disturbance of source strength $A(y,\tau)$ per unit volume generated in the flow field at the point $P(y,\tau)$, $\tau = t - \frac{|x-y|}{c_0}$ is the retarded time, and $\frac{|x-y|}{c_0}$ is the time for sound to travel from the flow disturbance at $P(y)$ to the field point $Q(x)$ at the ambient speed of sound $c_0$. Then we can see that in the Lighthill acoustic analogy the acoustic source distribution $A(y,\tau)$ replaces the actual fluid flow and, moreover, the sources may move, but the fluid in which they are embedded may not. In the Lighthill’s acoustic analogy the equivalent sources may move but the fluid may not.

According to Lighthill’s acoustic analogy, all acoustic sources within a flow volume radiate to far field regardless of their position with respect to the flow boundaries.

If we consider the sources moving at a uniform velocity $U$, we can define $M = \frac{U}{c_0}$, the so-called acoustic Mach number. Then we introduce a system of moving coordinates

$$\eta = y - c_0 M \tau$$

and the solution to equation (A-10) in moving coordinates is then

$$\rho(x,t) = \frac{1}{4\pi c_0^2} \iint \frac{A(\eta,\tau)}{|x - y - M(x-y)|} d\eta$$

where $\tau$ is the retarded time.

This exact solution to the fluid flow equations represents one of the major advances in the solution of unsteady fluid flow problems and is one of the most significant advances in the study of acoustics following the pioneering work of Lord Rayleigh.

An immediate deduction from Lighthill’s theory is that at low Mach numbers the **acoustic power** $P_a$ radiated from a jet is given by

$$P_a = K \rho_j^2 A_j U_j^8 \rho_0 c_0^5$$

where $K$ is a constant of the order of $10^{-5}$, $\rho_j$ is the value of the density, $A_j$ is the cross-sectional area and $U_j$ is the velocity at the jet exit.

This is one of the more important results derived directly from the Lighthill acoustic analogy. It shows that the sound power per unit volume of the flow is proportional to the eight power of the flow velocity.

Lighthill’s theory of aerodynamic noise has shown that for a jet at ambient temperature and low Mach number, the far-field noise intensity varies with $M_j^8$. However many experimental studies on jet noise have shown a dependence of noise intensity on $M_j^6$ at low Mach numbers.

Since the kinetic energy flux is proportional to $P_j = \rho_j A_j U_j^3$, we can see that

$$\frac{P_a}{P_j} = K \left( \frac{\rho_j}{\rho_0} \right) \left( \frac{U_j}{c_0} \right)^5$$
then the total acoustic power is a small fraction of the flow kinetic energy flux. Although Lighthill’s theory provides the essential framework for a full understanding of the noise generation in turbulent jets and the overall characteristics of its propagation to the far field, it is difficult to apply when acoustic interaction occurs with the flow field. This interaction involves consideration of the actual flow field and results in changes in the directivity and amplitude of the radiated sound field and its dependence on the flow speed relative to that of external medium.

### A.4 Related model equations and approximation

In their classical text on fluid mechanics, Landau and Lifshitz (1987) \[A-7\] derive an aeroacoustic equation analogous to Lighthill’s (i.e., an equation for sound generated by “turbulent” fluid motion) but for the incompressible flow of an inviscid fluid. The inhomogeneous wave equation that they obtain is for the pressure \(p\) rather than for the density \(\rho\) of the fluid. Furthermore, unlike Lighthill’s equation, Landau and Lifshitz’s equation **is not exact; but it is an approximation.**

If one is to allow for approximations to be made, a simpler way (without necessarily assuming the fluid is incompressible) to obtain an approximation to Lighthill’s equation is to assume that

\[
p - p_0 = c_0^2 (\rho - \rho_0) \tag{A-10}
\]

where \(\rho_0\) and \(p_0\) are the (characteristic) density and pressure of the fluid in its equilibrium state: \(p = p_0 + p'\) and \(\rho = \rho_0 + \rho'\). If \(\rho \ll \rho_0\) and \(p \ll p_0\), then the assumed relation follows directly from the **linear theory** of sound waves, in fact, the approximate relation between \(p\) and \(\rho\) that we assumed is just a linear approximation to the generic barotropic equation of state of the fluid. Using a linear relation to simplify a nonlinear wave equation it is a very common practice in nonlinear acoustics. Then, upon substitution the assumed relation between pressure and density into equation (A-10) we obtain the equation

\[
\frac{1}{c_0^2} \frac{\partial^2 p}{\partial t^2} - \nabla^2 p = \frac{\partial^2 \tilde{T}_{ij}}{\partial x_i \partial x_j} \tag{A-15}
\]

where \(\tilde{T}_{ij} = \rho v_i v_j\).

For the case when the fluid is indeed incompressible, i.e. \(\rho = \rho_0\) everywhere, then we obtain exactly the equation given in Landau and Lifshitz (1987)

\[
\frac{1}{c_0^2} \frac{\partial^2 p}{\partial t^2} - \nabla^2 p = \rho_0 \frac{\partial^2 \hat{T}_{ij}}{\partial x_i \partial x_j} \tag{A-16}
\]

where \(\hat{T}_{ij} = v_i v_j\). A similar approximation was suggested by Lighthill (1952) \[A-2\].
A.5 Noise in Jet engine: turbojet and turbofan

The *jet propulsion* is the method of propulsion in which an object is propelled in one direction by a jet, or stream of gases, moving in the other. This follows from Isaac Newton’s third law of motion: “To every action, there is an equal and opposite reaction”. The most widespread application of the jet principle is in the jet (gas turbine) engine, the most common kind of aircraft engine.

The *jet engine* is a kind of gas turbine. Air, after passing through a forward-facing intake, is compressed by a compressor, or fan, and fed into a combustion chamber. Fuel (usually kerosene) is sprayed in and ignited. The hot gas produced expands rapidly rearwards, spinning a turbine that drives the compressor before being finally ejected from a rearward-facing tail pipe, or nozzle, at very high speed. Reaction to the jet of gases streaming backwards produces a propulsive thrust forwards, which acts on the aircraft through its engine-mountings, not from any pushing of the hot gas stream against the static air.

Two forms of jet engine are possible:

1. In the **turbojet** (Fig. A-1: a), air passing into the air intake is compressed by the compressor and fed into the combustion chamber where fuel burns. The hot gases formed are expelled at high speed from the rear of the engine, driving the engine forwards and turning a turbine which drives the compressor.

   In a turbojet, air enters the inlet, is compressed to several atmospheres in the compressor, and enters the combustor where it is mixed with fuel and ignited. The high temperature, high pressure gases resulting from the combustion process then pass through the burner nozzles and drive the turbine stages (and thus the compressor), finally exiting as a high velocity, high temperature jet through the exhaust nozzle. Turbulent mixing of this exit jet with the atmosphere is the main mechanism for jet noise, which is the dominant source of noise for turbojet engines and low bypass turbofans during takeoff and sideline conditions.

2. In the **turbofan** (Fig. A-1: b), some air flows around the combustion chamber and mixes with the exhaust gases. This arrangement is more efficient and quieter than the turbojet.

   The turbofan engine is similar to the turbojet except that it includes a large diameter initial compressor section or fan. The partially compressed air leaving the fan stage is divided into two streams, one entering the compressor section as in the turbojet, and the other bypassing the engine core and exiting at increased pressure and velocity through the fan exhaust. This fan discharge may be exhausted into the outside air through a fan jet nozzle shortly after it leaves the fan, or it may be carried aft by an annular fan discharge duct that surrounds the basic engine for most or all of its length, either non-mixed or mixed with the core exhaust.
The turbojet is the simplest form of gas turbine, used in aircraft well into the supersonic speed range.

The turbofan is best suited to high subsonic speeds. It is fitted with an extra compressor or fan in front, and some of the airflow bypasses the core engine, and mixes with the jet exhaust stream, to give it lower temperature and velocity. This results in greater economy, efficiency and quietness compared with the turbojet.

The jet noise benefits of a turbofan arise from the fact that turbofan jet exhaust velocities are lower than those of a turbojet. This behaviour is analytically described by the famous $U^8$ law of jet noise obtained by Lighthill, which states that the total sound power emitted by a jet is approximately proportional to the jet velocity to the eighth power.

The causes of velocity reduction of a turbofan are two:

1. there is a reduction in jet temperature resulting from the mixing of the cooler, bypass fan exhaust with the core flow;
2. additional energy is extracted from the engine exhaust gases as they pass through the extra turbine stages required to drive the fan.
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A system is vibrating if it is shaking or trembling or moving backwards and forwards in some way. If this motion is unpredictable then the system is said to be in random vibration [B-1].

The subject of random signals, e.g. random vibrations, is concerned with finding out how the statistical (or average) characteristics of the motion of a randomly excited system depend on the statistics of the excitation and the dynamic properties of the vibrating system, e.g. mass or damping.

The displacement $x(t)$ from an arbitrary datum can be plotted as a function of the time $t$ (e.g. see Fig. B-1). Since motion is random, the precise value of $x$ at any chosen time $t=t_0$ can not be precisely predicted. The best we can do is to find the chance, or probability, that $x$ at $t_0$ will lie within certain limits.

### B.1 Probability density function

A random signal cannot be described by an explicit mathematical relation. Rather, the value of the signal at a particular time may be expressed only in terms of some describable probability of occurrence, then there is a continuum of “frequencies” that may be used to characterize the function.

When we say that $x(t)$ is random, we mean that the values of $x(t)$ can not be precisely predicted in advance. Fig. B-1 shows a sample time history for a random process with the times for which $x\leq x(t)\leq x+dx$ identified by the shaded strips. During the time interval $T$, $x(t)$ lies in the band of values $x$ to $x+dx$ for a total time of $(dt_1+dt_2+dt_3+dt_4+\ldots)$. We can therefore say that, if $T$ is long enough, the probability density function $p(x)$ is given by

$$p(x)dx = \text{fraction of the total elapsed time for which } x(t) \text{ lies in the } x \text{ to } (x + dx) \text{ band} = \frac{(dt_1 + dt_2 + dt_3 + dt_4 + \ldots)}{T} = \frac{\sum dt}{T} \tag{B-1}$$

For equation (B-1) to be mathematically correct, the time interval $T$ must be infinite, which means that the sample time history must go on for ever and must not change its character with time.

When $x(t)$ is a random function of $t$, we can not use equation (B-1) to calculate a mathematical expression for $p(x)$. Alternatively an instrument called a probability analyser will do the same thing much more quickly by sampling the time history and the sample record at a series of closely spaced intervals. In this case, the probability function is given by:

$$p(x)dx = \text{fraction of total number of samples which lie in the } x \text{ to } (x + dx) \text{ band} = \frac{dn}{N} \tag{B-2}$$

where $N$ are sample values and $dn$ are the values that lie in the band $x$ to $x+dx$. 

The first-order probability density function $p(x)$ specifies the probability $p(x)dx$ that a random variable lies in the range of values $x$ to $x+dx$. The second-order probability density function $p(x,y)$ is defined in the same way but extends the number of random variables from one to two, in this case $x$ and $y$. The probability that the $x$ random variable lies in the range $x$ to $x+dx$ and that the $y$ random variable lies in the range $y$ to $y+dy$ is given by $p(x,y)dx dy$.

### B.2 Probability distribution function

In addition to using the probability density function $p(x)$ to describe the distribution of values of a random variable, the closely related probability distribution function $P(x)$ is also often referred to and is usually computed by a probability analyser. $P(x)$ is defined by the equation:

$$ P(x) = \int_{-\infty}^{x} p(x) dx \quad \Rightarrow \quad \frac{dP(x)}{dx} = p(x) $$ \hspace{1cm} (B-3)

and may therefore be interpreted as the shaded area under the probability density curve shown in Fig. B-2.
The value of \( P(x) \) lies between zero and unity since \( P(x = \infty) = \int_{-\infty}^{\infty} p(x) \, dx = 1 \), and gives the probability that a sample value of the random variable is less than \( x \).

### B.3 Calculation of averages

Assuming that the probability density function \( p(x) \) is available for a random process, it can be used to calculate certain statistics of the random process \( x(t) \).

#### B.3.1 Mean value (first statistic moment)

The **mean value** of the time history of \( x \) over the interval \( T \), which is usually denoted by \( E[x] \) where the \( E \) stands for “statistical expectation of \( x \)”, is defined by

\[
E[x(t)] \cdot T = \text{Total area under the } x(t) \text{ curve during the interval } T \\
\text{(areas below the zero line subtracting from the total area) =}
\]

\[
= \int_{0}^{T} x(t) \, dt
\]

and hence,

\[
E[x(t)] = \int_{0}^{T} x(t) \, \frac{dt}{T}
\]

that using equation (B-1), the summation over time can be converted to a summation over \( x \):

\[
E[x(t)] = \bar{x}(t) = \frac{1}{T} \int_{0}^{T} x(t) \, dt
\]

It is important to note that \( E[x(t)] \) may be calculated whenever the **probability density** \( p(x) \) is known.

#### B.3.2 Mean square value (second statistic moment)

The **mean square value** of \( x \), \( E[x^2] \), is defined as the average value of \( x^2 \) which is given by

\[
E[x^2] = \bar{x^2}(t) = \int_{0}^{T} x^2(t) \, \frac{dt}{T} = \int_{-\infty}^{\infty} x^2 \, p(x) \, dx
\]
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B.3.3 Central moment: standard deviation, variance, skewness and kurtosis

The **standard deviation** of x, usually denoted by $\sigma$, and the **variance** $\sigma^2$, are defined by the equation

$$\sigma^2 = E[(x - E[x])^2] = E[(x - m)^2]$$

That is to say the **variance** is the mean of the square of the deviation of x from its mean level $E[x]$.

Equation (B-8) may be simplified by multiplying out the terms which are squared to give

$$\sigma^2 = E[x^2] - 2xE[x] + (E[x])^2 = E[x^2] - 2EEdE[x|x] + (E[x])^2$$

(B-9)

since the average of a sum of terms is the same as the sum of the averages of each term separately, and the average of a constant is of course just the constant. Collecting terms, (B-9) gives

$$\sigma^2 = E[x^2] - (E[x])^2 = E[x^2] - m^2$$

(B-10)

or

(variance) = (standard deviation)$^2 = \left\{\text{Mean square} - (\text{Mean})^2\right\}$

(B-11)

Then the **variance** $\sigma^2=E[(x-E[x])^2]$ is the **second central moment**.

The **third normalized central moment** $E[(x-E[x])^3]/\sigma^3$ is a measure of the lopsidedness of the distribution; any symmetric distribution will have a third central moment, if defined, of zero. The normalized third central moment is called the **skewness**. A distribution that is skewed to the left (the tail of the distribution is heavier on the right) will have a negative skewness. A distribution that is skewed to the right (the tail of the distribution is heavier on the left), will have a positive skewness.

The **fourth normalized central moment** $(E[(x-E[x])^4]/\sigma^4-3)$ is called **kurtosis** (or **flatness**) and it is a measure of whether the distribution is tall and skinny or short and squat, compared to the normal distribution of the same variance. Since it is the expectation of a fourth power, the fourth central moment, where defined, is always non-negative; and except for a point distribution, it is always strictly positive. The **kurtosis** is defined to be the normalized fourth central moment minus 3.

A distribution with positive excess kurtosis is called **leptokurtic**, or **leptokurtotic**. “Lepto-” means “slender”. In terms of shape, a leptokurtic distribution has a more acute peak around the mean (that is, a lower probability than a normally distributed variable of values near the mean) and fatter tails (that is, a higher probability than a normally distributed variable of extreme values).

A distribution with negative excess kurtosis is called **platykurtic**, or **platykurtotic**. “Platy-” means “broad”. In terms of shape, a platykurtic distribution has a lower, wider peak around the mean (that is, a higher probability than a normally distributed variable of values near the mean) and thinner tails (if viewed as the height of the probability density—that is, a lower probability than a normally distributed variable of extreme values).
B.3.4 Random process and ensemble averaging

The random process consists of a (theoretically) infinite number of a sample functions each of which can be thought of as resulting from a separate experiment. Instead of being measured along a single sample, ensemble averages are measured across the ensemble. The random process is said to be stationary if the probability distributions obtained for the ensemble do not depend on absolute time. Of course the term “stationary” refers to the probability distributions and not to the samples themselves. This implies that all the averages are independent of absolute time and, specifically, that the mean, mean square, variance and standard deviation are independent of time altogether. Since all engineering random process must have a beginning and ending, they cannot be truly stationary, but for practical purposes it is very often adequate to assume that a process is stationary for the majority of its lifetime, or that it can be divided into several separate periods each of which is approximately stationary. The term weakly stationary is sometimes used to describe processes in which only the first- and second-order probability distributions, i.e. mean value $E[x]$ and mean square value $E[x^2]$, are invariant with time.

A strictly stationary process is one for which all probability distributions of the ensemble are invariant with time.

A stationary process is called an ergodic process if, in addition to all the ensemble averages being stationary with respect to a change of the time scale, the averages taken along any single sample are the same as the ensemble averages. In practical terms, each sample function is then completely representative of the ensemble that constitutes the random process. Notice that if a process is ergodic it must also be stationary.

B.4 Correlation

Two variables $x(t)$ and $y(t)$ like in Fig. B-3 are accordingly said correlated.

If we wish to express an approximate functional relationship between $x(t)$ and $y(t)$ in the form of a straight line, one way of doing this is to minimize the square of the deviation $(\Delta)$ of the actual values of $y$ from their values predicted by the straight line approximation, then the quantity $\Delta = y - mx$.

![Fig. B-3: Correlation between two random variables x and y.](image-url)
The equation for the line of regression of $y$ on $x$ is
\[
\frac{y - m_y}{\sigma_y} = \left( \frac{E[(x - m_x)(y - m_y)]}{\sigma_x \sigma_y} \right) \frac{x - m_x}{\sigma_x}
\]  
\[\text{(B-12)}\]
where $m_x$ and $m_y$ are the mean values of $x$ and $y$ respectively (i.e., $E[x]$ and $E[y]$). The parameter
\[
\rho_{xy} = \frac{E[(x - m_x)(y - m_y)]}{\sigma_x \sigma_y} = \frac{\text{cov}(x, y)}{\sigma_x \sigma_y}
\]  
\[\text{(B-13)}\]
is called correlation coefficient or normalized Covariance. If $\rho_{xy} = \pm 1$ there is perfect correlation, but if $\rho_{xy} = 0$ there is no correlation (see Fig. B-4).

Two harmonic functions of time will be correlated if they move in phase or anti-phase, and uncorrelated if they are in quadrature to each other.

\[
\begin{align*}
\text{(a) } & \quad \rho_{xy} = +1 \\
\text{(b) } & \quad \rho_{xy} = -1 \\
\text{(c) } & \quad \rho_{xy} = 0
\end{align*}
\]

Fig. B-4: Regression lines for different values of the correlation coefficient $\rho_{xy}$.

### B.4.1 Auto-correlation

The autocorrelation for a random process $x(t)$ is defined as the average value of the product $x(t)x(t+\tau)$. The process is sampled at time $t$ and then again at time $t+\tau$. Provided that the process is stationary, the value of $E[x(t)x(t+\tau)]$ will be independent of absolute time $t$ and will depend only on the time separation $\tau$ so that we may put
\[
E [x(t)x(t+\tau)] = f(\tau) = R_x(\tau)
\]  
\[\text{(B-14)}\]
where $R_x(\tau)$ is the autocorrelation function for $x(t)$.

If the process is ergodic any one sample function is completely representative of the process as a whole. We can average along a single sample function by thinking of the measuring time $t_0$ as a random variable uniformly distributed along the time axis. Since $x(t)$ is periodic we need only consider a single full cycle of the time history, and the range of values of $t_0$ need only extend from 0 to T. All values within this range [0,T] are equally likely, and therefore the probability distribution $p(t_0)$ for $t_0$ is as shown in Fig. B-5.
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ATTACHMENT B: Random signals and spectral analysis

$R_x(\tau) = E [x(t_0) x(t_0 + \tau)] = \int_{-\infty}^{\infty} x(t_0) x(t_0 + \tau) p(t_0) \, dt_0 = \int_0^T x(t_0) x(t_0 + \tau) \frac{1}{T} \, dt_0 = \frac{1}{2\pi} \int_0^{2\pi} x(t_0) x(t_0 + \tau) \frac{1}{2\pi} \, d\theta$  \hspace{1cm} (B-15)

where $p(t_0)$ is the probability density function for the random time of sampling $t_0$, and $T$ is the time period ($T = \frac{2\pi}{\omega}$).

We can deduce at once some of the properties of $R_x(\tau)$:

- If $x(t)$ is \textit{stationary}, the \textit{mean} ($m$) and the \textit{standard deviation} ($\sigma$) will be independent of $t$, so that

$E [x(t)] = E [x(t + \tau)] = m$  \hspace{1cm} \text{(B-16)}

and

$\sigma_{x(t)} = \sigma_{x(t+\tau)} = \sigma$  \hspace{1cm} \text{(B-17)}

- The \textit{cross-correlation coefficient} (\textit{normalized Covariance, nondimensional Covariance}, then the nondimensional definition of \textit{auto-correlation}$^1$ for two random variables $x(t)$ and $x(t+\tau)$, defined by (B-13), is therefore given by, in stationary case,

$\rho_{xy} = \rho = \frac{\text{cov}(x,y)}{\sigma_x \sigma_y} = \frac{E[(x-m_x)(y-m_y)]}{\sigma_x \sigma_y} = \frac{E[x(t) - m \, \{x(t + \tau) - m\}]}{\sigma^2} = \frac{E[x(t)x(t+\tau)] - mE[x(t+\tau)] - mE[x(t)] + m^2}{\sigma^2} = \frac{R_x(\tau) - m^2}{\sigma^2} = R_x^\prime$  \hspace{1cm} \text{(B-18)}

then

$R_x(\tau) = \rho \sigma^2 + m^2$  \hspace{1cm} \text{(B-19)}

and since the limiting values of $\rho$ are $\pm 1$, it follows that

$-\sigma^2 + m^2 \leq R_x(\tau) \leq \sigma^2 + m^2$  \hspace{1cm} \text{(B-20)}

---

$^1$ I know there is a lot of disagreement on the difference between \textit{covariance} and \textit{correlation}, or whether there is a difference, but it seems to be the consensus that \textit{Correlation coefficient} does involve dividing by the sigmas, while \textit{Covariance} does not divide by the sigmas.
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$R_x(\tau)$ is a maximum for values of $t$ for which $x(t)$ and $x(t+\tau)$ are in **phase** and a minimum for values of $t$ for which they are in **antiphase**.

- When the time interval $\tau$ separating the two measuring points is zero, then

$$R_x(\tau = 0) = E[x(t)^2] = E[x^2] \quad \text{(B-21)}$$

and is just equal to the **mean square value** for the process.

### B.4.2 Cross-correlation and covariance

The **cross-correlation function** between two different stationary random functions of time $x(t)$ and $y(t)$ is defined as:

$$R_{xy}(\tau) = E [x(t) y(t+\tau)] = \int_{-\infty}^{\infty} x(t) y(t+\tau) p(t) \, dt = \int_{0}^{T} x(t) y(t+\tau) \frac{1}{T} \, dt = \int_{0}^{2\pi} x(t) y(t+\tau) \frac{1}{2\pi} \, d\theta \quad \text{(B-22)}$$

The **covariance** of two different random variables $x(t)$ and $y(t)$ is defined as:

$$\text{cov}(x, y) = E \{[x(t) - E(x)] [y(t) - E(y)]\} = E[(x - m_x)(y - m_y)] \quad \text{(B-23)}$$

It’s not the sigmas that distinguish cross-correlation function from covariance (i.e., the covariance does not divide by the sigmas), it’s **the subtraction of the means**. The difference is usually blurred because in many important cases the mean is zero.

We can deduce at once some of the properties of $R_{xy}(\tau)$:

- Because the process are stationary, it follows that:
  $$R_{xy}(\tau) = R_{yx}(-\tau) \quad \text{(B-24)}$$

- The utility of the cross-correlation is greatly enhanced when it is used with the **cross-correlation coefficient** (normalized covariance, or nondimensional covariance):
  $$\rho_{xy} = \frac{\text{cov}(x, y)}{\sigma_x \sigma_y} = \frac{R_{xy}(\tau) - m_x m_y}{\sigma_x \sigma_y} = R_{xy}^* \quad \text{(B-25)}$$

  where $m_x = E[x(t)]$ and $m_y = E[y(t)]$

- From (B-18) and (B-19), each cross-correlation function can be expressed in terms of the corresponding normalized Covariance (or cross-correlation coefficient) $\rho_{xy}$, to give:
  $$R_{xy}(\tau) = \sigma_x \sigma_y \rho_{xy}(\tau) + m_x m_y \quad \text{(B-26)}$$

  and since the limiting values of the $\rho_{xy}$’s are $\pm 1$ for perfect in-phase or anti-phase correlation, the limiting values of the cross-correlation functions must be

  $$-\sigma_x \sigma_y + m_x m_y \leq R_{xy}(\tau) \leq \sigma_x \sigma_y + m_x m_y \quad \text{(B-27)}$$
We expect that:
- there will be no correlation between x and y when the time separation $\tau_0$ is very large, therefore $R_{xy}(\tau_0) \to m_x m_y$.
- the maximum values will be $R_{xy}(\tau_0) = \sigma_x \sigma_y + m_x m_y$

### B.5 Fourier analysis

Most engineers are familiar with the idea of frequency analysis by which a periodic function can be broken down into its harmonic components and readily accept that a periodic function may be synthesized by adding together its harmonic components.

#### B.5.1 Fourier series

If $x(t)$ is a periodic function of time $t$, with period $T$, then we can always express $x(t)$ as an infinite trigonometric series (a Fourier series) of the form

$$x(t) = a_0 + a_1 \cos \frac{2\pi}{T} t + a_2 \cos \frac{4\pi}{T} t + \ldots + b_1 \sin \frac{2\pi}{T} t + b_2 \sin \frac{4\pi}{T} t + \ldots = a_0 + \sum_{k=1}^{\infty} \left( a_k \cos \frac{2\pi k t}{T} + b_k \sin \frac{2\pi k t}{T} \right)$$

(B-28)

where $a_0$ and the $a_k$ and $b_k$ are constant Fourier coefficients given by

$$a_0 = \frac{1}{T} \int_{-T/2}^{T/2} x(t) dt$$

$$a_k = \frac{2}{T} \int_{-T/2}^{T/2} x(t) \cos \frac{2\pi k t}{T} dt = \frac{2}{T} \int_{-T/2}^{T/2} x(t) \cos \omega_k t dt$$

$$b_k = \frac{2}{T} \int_{-T/2}^{T/2} x(t) \sin \frac{2\pi k t}{T} dt = \frac{2}{T} \int_{-T/2}^{T/2} x(t) \sin \omega_k t dt$$

(B-29)

where $k \geq 1$, $\omega_k = \frac{2\pi k}{T} = k\Delta\omega$ is the frequency of the $k$-th harmonic, and $\Delta\omega = \frac{2\pi}{T}$ is the spacing between adjacent harmonics. When the period $T$ becomes large, the frequency spacing $\Delta\omega$ becomes small.

**Wavenumber** is property of a wave proportional to the reciprocal of the wavelength. It can be defined as the number of wavelengths per unit distance, that is, $1/\lambda$, where $\lambda$ is the wavelength$^2$.

$$k_w = \frac{1}{\lambda}$$

$^2$ Alternatively as $2\pi/\lambda$, sometimes termed the angular wavenumber or circular wavenumber or - most often - simply wavenumber.
B.5.2 Fourier integral

A Fourier integral may be regarded as the formal limit of a Fourier series as the period tends to infinity. The reason for introducing this concept is because Fourier integrals indicate the frequency composition of an aperiodic function.

Substituting (B-29) into (B-28), for \( a_0 = 0 \), and considering that when the period \( T \to \infty \), \( \Delta \omega \to d\omega \) and the \( \Sigma \) becomes an integral with the limits \( \omega = 0 \) to \( \omega = \infty \), in this case

\[
x(t) = 2 \int_{0}^{\infty} A(\omega) \cos \omega t \, d\omega + 2 \int_{0}^{\infty} B(\omega) \sin \omega t \, d\omega = \int_{-\infty}^{\infty} A(\omega) \cos \omega t \, d\omega + \int_{-\infty}^{\infty} B(\omega) \sin \omega t \, d\omega \quad (\text{B-30})
\]

where we had put

\[
A(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} x(t) \cos \omega t \, dt
\]

\[
B(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} x(t) \sin \omega t \, dt
\]

Note that the integrals for \( x(t) \) now run from \(-\infty\) to \(+\infty\) instead of from \(0\) to \(+\infty\) and the factor 2 disappears. The idea of a “negative” frequency has been introduced but this is purely a mathematical artifice to simplify the equation.

Note that the physical dimensions of the Fourier transform components \( A(\omega) \) and \( B(\omega) \) (which are those of \( x/\omega \)) are different from those of the Fourier series coefficients \( a_k \) and \( b_k \) (which are those of \( x \)).

For engineering applications, the important condition for Classical Fourier analysis theory is usually expressed in the form

\[
\int_{-\infty}^{\infty} \left| x(t) \right| \, dt < \infty
\]

(B-32)

It means that classical theory applies only to functions which decay to zero when \( |t| \to \infty \). This condition may be removed when impulse functions are introduced in the generalized theory of Fourier analysis.

B.5.3 Complex form of the Fourier transform

It has become customary in random theory to write (B-30) and (B-31) in complex form, making use of the result that

\[
e^{i \theta} = \cos \theta + i \sin \theta \quad \Rightarrow \quad e^{-i \theta} = \cos \theta - i \sin \theta
\]

(B-33)

Defining \( X(\omega) \), the complex Fourier transform of \( x(t) \), as

\[
X(\omega) = A(\omega) - iB(\omega)
\]

(B-34)

and using equations (B-31), it gives

\[
X(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} x(t)(\cos \omega t - i \sin \omega t) \, dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} x(t) e^{-i\omega t} \, dt
\]

(B-35)
Since \( A(\omega) \) is an even function (while \( B(\omega) \) is an odd function), and \( \sin(\omega t) \) is an odd function of \( \omega \) (while \( \cos(\omega t) \) is an even function), \( A(\omega)\sin(\omega t) \) and \( B(\omega)\cos(\omega t) \) are odd function and so

\[
\int_{-\infty}^{\infty} A(\omega)\sin \omega t \, d\omega = 0 \quad \text{and} \quad \int_{-\infty}^{\infty} B(\omega)\cos \omega t \, d\omega = 0 \tag{B-36}
\]

We can therefore write the (B-30) in the following form

\[
x(t) = \int_{-\infty}^{\infty} A(\omega)\cos \omega t \, d\omega + \int_{-\infty}^{\infty} B(\omega)\sin \omega t \, d\omega = \\
= \int_{-\infty}^{\infty} A(\omega)\cos \omega t \, d\omega + i \left[ \int_{-\infty}^{\infty} A(\omega)\sin \omega t \, d\omega \right] + \int_{-\infty}^{\infty} B(\omega)\sin \omega t \, d\omega - i \left[ \int_{-\infty}^{\infty} B(\omega)\cos \omega t \, d\omega \right] = \\
= \int_{-\infty}^{\infty} \{A(\omega) - iB(\omega)\} \{\cos \omega t + i \sin \omega t \} \, d\omega = \int_{-\infty}^{\infty} X(\omega)e^{\imath \omega t} \, d\omega \tag{B-37}
\]

Summarising, we have that \( X(\omega) \) is the complex Fourier transform of \( x(t) \) and we can write

\[
X(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} x(t)e^{-\imath \omega t} \, dt \tag{B-38}
\]

\[
x(t) = \int_{-\infty}^{\infty} X(\omega)e^{\imath \omega t} \, d\omega \tag{B-39}
\]

which may be regained from \( X(\omega) \) by the inverse Fourier integral equation.

Authors differ over the position of the factor \( \frac{1}{2\pi} \) which appears in these equations. Some include the \( \frac{1}{2\pi} \) in the inverse transform equation (B-39), while others include a factor \( \frac{1}{\sqrt{2\pi}} \) in both (B-38) and (B-39). However the definition of \( X(\omega) \) given here is the one popularly used in random theory.

**B.6 Power Spectral Density (PSD)**

The autocorrelation function gives information about the frequencies present in a random process indirectly. The Fourier transform of \( R_x(\tau) \) and its inverse, are given by

\[
S_x(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} R_x(\tau)e^{-\imath \omega \tau} \, d\tau = \mathcal{F}\{R_x(\tau)\} \tag{B-40}
\]

\[
R_x(\tau) = \int_{-\infty}^{\infty} S_x(\omega)e^{\imath \omega \tau} \, d\omega = \mathcal{F}^{-1}\{S_x(\omega)\} \tag{B-41}
\]

where \( S_x(\omega) \) is called the spectral density (or auto-spectral density, or Power Spectral Density, PSD) of the \( x(t) \) process and it is a function of angular frequency \( \omega \), the symbol \( \mathcal{F}\{\cdot\} \) denotes the Fourier transform and \( \mathcal{F}^{-1}\{\cdot\} \) the inverse transform.

The most important property of \( S_x(\omega) \) becomes apparent when we put \( \tau=0 \) in (B-41). In this case, using (B-21):

\[
R_x(\tau = 0) = \int_{-\infty}^{\infty} S_x(\omega) \, d\omega = E[ x^2 ] \tag{B-42}
\]
The **mean square value** $E[x^2] = \sigma^2$ of a stationary random process $x(t)$ is therefore given by the area under a graph of spectral density $S_x(\omega)$ against $\omega$, Fig. B-6.

![Fig. B-6: The area under a spectral density curve is equal to $E[x^2]$.](image)

$S_x(\omega)$ is never negative, therefore the mean square spectral density of a stationary process $x(t)$ is a real, even and non-negative function of $\omega$, of the form illustrated in Fig. B-6.

A more complete name for $S_x(\omega)$ is the **mean square spectral density**.

The **practical form** of the mean square $E[x^2]$ is

$$E[x^2] = R_x(\tau = 0) = \int_0^\infty W_x(f) \, df$$  \hspace{1cm} (B-43)

where $f$ is the frequency in Hz and $W_x(f)$ is the **equivalent one-sided spectral density function**, shown in Fig. B-7b. The frequency band $\omega$ to $\omega + d\omega$ rad/s in Fig. B-7a corresponds to $\omega/2\pi$ to $(\omega + d\omega)/2\pi$ Hz in Fig. B-7b, so that for equal contributions to the mean square in this frequency band, the shaded areas in both (a) and (b) must be the same. Hence, the single-sided spectrum $W_x(f)$ is related to the double-sided spectrum $S_x(\omega)$ by the following formula:

$$2S_x(\omega) \, d\omega = W_x(f) \frac{d\omega}{2\pi} \quad \Rightarrow \quad W_x(f) = 4\pi S_x(\omega)$$  \hspace{1cm} (B-44)

![Fig. B-7: Illustrating the relationship between alternative spectral density parameters: double sided spectrum (a), and one-sided spectrum (b).](image)
The units of the double-sided spectrum $S_x(\omega)$ are accordingly those of $[x^2/(\text{unit of angular frequency})]$, while that of one-sided spectrum $W_x(f)$ are $[x^2/(\text{unit of frequency})]$.

### B.6.1 Narrow-band and broad-band processes

A process whose spectral density has the form shown in Fig. B-8b is called a **narrow band** process because its spectral density occupies only a narrow band of frequency. The autocorrelation function has the form shown in Fig. B-8c where the predominant frequency of $R_x(\tau)$ against $\tau$ is the average value $\omega_0 = (\omega_1 + \omega_2)/2$. Correlation is a maximum when $\tau=0$.

A **broad band** process is one whose spectral density covers a broad band of frequencies and the time history is then made up of the superposition of the whole band of frequencies as shown in Fig. B-9b. In the limit when the frequency band extends from $\omega_1=0$ to $\omega_2=\infty$, the spectrum is called **white**. From (B-42) the mean square value of a white noise process must be infinite, so white noise is only a theoretical concept, but in practical terms a spectrum is called white if it is broad band noise whose bandwidth extends well past all the frequencies of interest. The original analogy of “white noise” was with “white” light (whose spectrum is approximately constant over the range of visible frequencies) but the term “noise” is derived from the study of electrical noise. A broad band random process is now often described loosely as “noise”.

![Fig. B-8: Time history (a), spectral density (b) and autocorrelation function (c) of a narrow band random process.](image-url)
The behaviour of *white noise* may be represented mathematically by using Dirac’s delta function \( \delta(\tau) \), which is impulse function. The delta function \( \delta(\tau) \) is defined so that it is zero everywhere except at \( \tau=0 \), when it is infinite in such a way that

\[
\int_{-\infty}^{\infty} \delta(\tau) \, d\tau = 1
\]  

(B-45)

More generally, \( \delta(\tau-T) \) is zero everywhere except at \( \tau=T \), and has the property that

\[
\int_{-\infty}^{\infty} \delta(\tau-T) \, f(\tau) \, d\tau = f(\tau = T)
\]  

(B-46)

where \( f(\tau) \) is any arbitrary continuous function of \( \tau \).
B.6.2 Cross-spectral density (CSD)

We have seen how the spectral density of random process is defined as the Fourier transform of its autocorrelation function. In the same way, the cross-spectral density (CSD) of a pair of random processes is defined as the Fourier transform of the corresponding cross-correlation function for the two processes. Therefore if \(R_{xy}(\tau)\) is the cross-correlation function, we have

\[
S_{xy}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} R_{xy}(\tau)e^{-i\omega \tau} \, d\tau = \left|S_{xy}(\omega)\right| e^{-i\phi_{xy}(\omega)} \quad (B-47)
\]

\[
R_{xy}(\tau) = \int_{-\infty}^{\infty} S_{xy}(\omega)e^{i\omega \tau} \, d\omega \quad (B-48)
\]

Since the cross-correlation are related by (B-24), and defining \(S_{xy}(\omega)\), the complex Fourier transform of \(R_{xy}(\tau)\), as (B-34), we can deduce some of the properties of \(S_{xy}(\omega)\):

- If \(A(\omega)\) and \(B(\omega)\) are real function of \(\omega\),
  \[
  S_{xy}(\omega) = A(\omega) - iB(\omega) \quad (B-49)
  \]
  \[
  S_{yx}(\omega) = A(\omega) + iB(\omega) \quad (B-50)
  \]
  hence \(S_{xy}(\omega)\) are the same except that the sign of their imaginary parts is reversed. \(S_{xy}(\omega)\) is therefore the complex conjugate of \(S_{yx}(\omega)\), which is usually written
  \[
  S_{xy}(\omega) = S_{yx}^*(\omega) \quad (B-51)
  \]

The cross-spectrum contains the same information as the cross-correlation but in a more convenient form. The cross-spectrum has a real part \(A(\omega)\) and an imaginary part \(B(\omega)\) or, alternatively, it can be expressed as a magnitude (or amplitude) and a phase:

- the magnitude at a given frequency represents the degree to which two signals have common harmonic content at that frequency;
  \[
  \left|S_{xy}(\omega)\right| = \left[A^2(\omega) + B^2(\omega)\right]^{1/2}
  \]
- the phase is the true phase angle between the two signals at that frequency. The phase spectrum measures the phase shift between the data sets at each frequency.
  \[
  \varphi_{xy}(\omega) = \tan^{-1} \frac{B(\omega)}{A(\omega)}
  \]

Sometimes the complete frequency spectrum is graphed in 2 parts, “amplitude” versus frequency (which is the spectral density) and “phase” versus frequency (which contains the rest of the information from the frequency spectrum). The variable function \(x(t)\) cannot be recovered from the “amplitude” of spectral density part alone because the “temporal information” is lost.

- The same result of (B-44) also applies for the magnitude of cross-spectral density function:
  \[
  W_{xy}(f) = 4\pi S_{xy}(\omega) \quad (B-52)
  \]
The units of the double-sided cross-spectrum $S_{xy}(\omega)$ are accordingly those of $[x \cdot y/(\text{unit of angular frequency})]$ and that of double-sided spectrum $W_{xy}(f)$ are $[x \cdot y/(\text{unit of frequency})]$.

### B.6.3 Coherence function

If we want to get a good idea of the similarity of two signals in different frequency bands, we can use a different function called the coherence function (also known as a cross-power spectral density function, or CPSD).

A function related to cross-correlation is the coherence function, defined in terms of power spectral densities and the cross-spectral density by

$$C_{xy} = \left| \frac{S_{xy}(\omega)}{S_x(\omega) S_y(\omega)} \right|^2$$  \hspace{1cm} (B-53)

The correlation coefficient is in time domain and it is calculated from covariance and standard deviation coefficients. The coherence function is in frequency domain and it is calculated from cross and auto spectrum functions.

This is considerably more complicated than calculating the correlation coefficient, but in some cases, the two produce related results.

The utility of the cross-correlation is greatly enhanced when it is used with the coherence. It is a real function between zero and one which gives a measure of correlation between two time series $x(t)$ and $y(t)$ at each frequency.

The higher the coherence at a given frequency, the greater the probability either that one signal is causing the other or that the two signals are caused by the same agent. At any frequency for which the coherence is low, either the signals are relatively independent of each other, or the signal-to-noise ratio on one or both channels is low.

### References of attachment B

ATTACHMENT C: Acoustic signals analysis

This chapter presents a analytical treatment of the acoustic signals. Measuring and analyzing acoustic signals are increasingly important in modern society. The failure modes produced by acoustic noise excitation are similar to those associated with other types of vibratory structural fatigue. These include failures due to excessive displacement, in which one deflecting component makes contact with another, as well as fractured structural members and loose fasteners. Broken solder joints and cracked circuit boards and wave guides can also occur. Electronic components whose function depends on the motion of structural parts, such as relays and pressure switches, are particularly susceptible.

Large flat panels are most susceptible to damage by acoustic energy as they can undergo large displacements while oscillating at low frequency.

C.1 Acoustic auto-correlations and auto-spectra

A function of considerable importance in the analysis of signals is Auto-correlation. As formalized in [C-1], given the pressure signal $p(z_i, t)$, the temporal auto-correlation function is computed as follows:

$$R_{pp}(z_i, \tau) = E[p(z_i, t) p(z_i, t + \tau)] = \lim_{T \to \infty} \frac{1}{T} \int_0^T p(z_i, t) p(z_i, t + \tau) dt$$  \hspace{1cm} (C-1)

where $E[...]$ denotes the expected value (i.e. ensemble averaged value) of the quantity in square brackets, $z_i$ is the position of a transducer and $\tau$ is the delay time. The $\tau$ may be set to vary continuously. It is to be noted that the auto-correlation function for $\tau = 0$ is the mean square value of $p(\overline{p^2})$, in fact if the average of random function is defined as a limit

$$E[p(t)] = \overline{p(t)} = \lim_{T \to \infty} \frac{1}{T} \int_0^T p(z_i, t) dt$$

then similarly the mean square value is

$$E[p^2(t)] = \overline{p^2(t)} = \lim_{T \to \infty} \frac{1}{T} \int_0^T p^2(z_i, t) dt = E[p^2(z_i, t)] = R_{pp}(z_i, \tau = 0)$$

The Auto-Spectra or Power Spectral Density (PSD) can be obtained from the Fourier transform of the auto-correlation function:

$$S_{pp}(z_i, \omega) = PSD_p(z_i, \omega) = \mathfrak{F}\{R_{pp}(z_i, \tau)\} = \int_{-\infty}^{+\infty} R_{pp}(z_i, \tau) e^{-j\omega \tau} d\tau$$  \hspace{1cm} (C-2)

where the symbol $\mathfrak{F}\{}$ denotes the Fourier transform and $\mathfrak{F}^{-1}\{}$ the inverse transform.

Thus, an alternative to equation (C-1) is the following inverse formula which can be used for the auto-correlation computation:

$$R_{pp}(z_i, \tau) = \mathfrak{F}^{-1}\{S_{pp}(z_i, \omega)\} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} S_{pp}(z_i, \omega) e^{j\omega \tau} d\omega$$  \hspace{1cm} (C-3)

The nondimensional definition of the auto-correlation is given by the auto-correlation coefficient, which follows:
\[ R_{pp}^*(z_i, \tau) = \frac{R_{pp}(z_i, \tau)}{\sigma_p^2(z_i)} \]  

(C-4)

where \(\sigma_p\) is the pressure standard deviation, i.e. the integral of auto-spectral density. It is expressed as a number between minus one and one.

**C.1.1 The r.m.s. pressure coefficient**

The r.m.s. pressure coefficient \(C_{p_{rms}}\) is

\[ C_{p_{rms}} = \frac{\sigma_p(z_i)}{q} = \frac{\sigma_p(z_i)}{\frac{1}{2} \rho_0 U^2} \]

where \(q\) is the fluid dynamic pressure.

**C.2 Acoustic cross-correlations and cross-spectra**

Cross-correlations and cross-spectra represent fundamental quantities which are needed input for estimating the structural response and the acoustic transmission from the external field of fluctuating pressure. Their knowledge allows for the forcing functions to be correctly computed in the evaluation of the structural dynamics, and e.g. the flow induced vibrations of a launcher panel surfaces [C-2].

The Cross-correlation gives a direct measure of the time delay between incidences of an event common to two signals. It is therefore useful for measuring the time required for a pressure signal to propagate from one transducer to another. A typical application would be to determine whether a disturbance is acoustic or nonacoustic. If the signal travels between the two transducers at the mean sound speed, it is acoustic, but if it travels at the mean convective velocity, it is nonacoustic (e.g. pseudo-sound). It could be a structural vibrations if it travels with a very short time delay.

Let us denote with \(p(z_i^a, t)\) and \(p'(z_i^b, t + \tau)\) the pressure signals obtained from two pressure transducers \((a\) and \(b)\) located at \(z_i^a\) and \(z_i^b\) respectively and measured simultaneously. The formal definition of the cross-correlation between the two signals, follows [C-1]:

\[ R_{pp}(z_i^a, z_i^b, \tau) = E\left[p(z_i^a, t)p'(z_i^b, t + \tau)\right] = \lim_{T \to \infty} \frac{1}{T} \int_0^T p(z_i^a, t)p'(z_i^b, t + \tau) \, dt \]  

Using the Fourier transform it is possible to define the Cross-spectrum Density (CSD) and to obtain the inverse formula equivalent to equation (C-2):

\[ S_{pp'}(z_i^a, z_i^b, \omega) = \Im\{R_{pp'}(z_i^a, z_i^b, \tau)\} = \int_{-\infty}^{\infty} R_{pp'}(z_i^a, z_i^b, \tau) e^{-j\omega \tau} \, d\tau \]  

(C-6)
The Cross-spectrum between two signals is the Fourier transform of their Cross-correlation. As for the auto-correlation, a cross-correlation coefficient (or normalized covariance) can be defined as follows, that change between -1 and 1:

\[
R_{pp}^*(z_i^a, z_i^b, \tau) = \frac{R_{pp}(z_i^a, z_i^b, \tau)}{\sigma_p \sigma_{p'}} \quad (C-8)
\]

\[
\lim_{\tau \to 0} R_{pp}^*(z_i^a, z_i^b, \tau) = R_{pp}^*(z_i^a, z_i^b, 0) = 1
\]

The cross-spectrum is very useful for studying wave propagation and for identifying the presence of standing waves. The importance of equations (C-6) and (C-8) lies that the cross-spectrum density and the normalized covariance of turbulence are (in theory) physically identifiable and measurable quantities, while the instantaneous source distribution is not necessarily a practical physical quantity to work with because it is a random variable of time and space. The utility of the spectral representation is found in the fact that it is often the acoustic intensities of specific frequencies, rather than the overall intensity, that is of importance in many applications.

### C.3 Convection velocity

As pointed out in [C-1], the cross correlation function globally characterizes the propagation of the pressure perturbation close to a wall. If the perturbation propagates with a velocity \( U_c(z_i) \), the so-called convection velocity, a delay time \( \tau_0 \) should be experimental observed in the cross-correlation between two pressure transducers sufficiently close to each other. Specifically, if the cross-correlation exhibits a maximum at the instant \( \tau_0 \), the convection velocity can be determined as follows:

\[
U_c(z_i) = \frac{\xi}{\tau_0(z_i)} \quad (C-9)
\]

where \( \xi = z_i^b - z_i^a \) is the (streamwise) separation between two pressure transducers. An example of a typical result is given in Fig. C-1. The delay time can be clearly calculated and, from equation (C-9), also the convection velocity can be easily computed.
C.4 The concept of decibel

The decibel (dB) is a logarithmic unit of measurement that expresses the magnitude of a physical quantity (usually power or intensity) relative to a specified or implied reference level. Its logarithmic nature allows very large or very small ratios to be represented by a convenient number, in a similar manner to scientific notation. Since it expresses a ratio of two (same unit) quantities, it is a dimensionless unit.

\[
A = \frac{10 \log_{10} \frac{p_A}{p_0}}{B = \frac{10 \log_{10} \frac{p_B}{p_0}}{A / B = 10 \log_{10} \frac{p_A}{p_B}}}
\] (C-10)

0 decibels represents the softest sound we can hear, the threshold of hearing. An increase of 3 dB corresponds to an approximate doubling of power (in exact terms, the factor is \(10^{3/10}\), or 1.9953, about 2). An increase of 10 dB (A=10B) represents a little more than a 3-fold increase (about 3.16) in the air pressure change created by the sound wave. A 20 dB (A=20B) increase is more than a 3 times 3 increase in sound pressure (about 10 times greater). And a 30 dB (A=30B) increase is an increase in sound pressure of more than 3 times 3 times 3 (3.16 raised to the third power or 3.16 cubed). In other words, a 40 decibel sound creates sound pressure levels that are more than 30 times as great as a 10 decibel sound. The threshold of pain for the average human ear is 120 decibels.
Sometimes scientists collect sound level data using measurements that take other factors into account. There are special scales that include **weighting factors**. Weighting refers to the range of frequencies that the sound level meter is measuring:

- **“A”-weighting** primarily measures frequencies in the range which corresponds to the range of greatest sensitivity for the human ear.
- **“C”-weighting** means that the meter will measure sound levels uniformly over the frequency range from 32-10,000 Hz, giving an indication of the overall sound level.

Noises above 85 dB can hurt our ears by damaging the sensitive hair cells of the inner ear.

**C.4.1 Sound Power level**

Transmission of sound is generally considered on a power basis, then the sound power level is defined as:

\[
L_p(z) = 10 \log_{10} \left( \frac{P}{P_{ref}} \right)
\]

where \( P \) is the sound power transmitted across a specified surface and \( P_{ref} \) is a reference quantity conventionally taken as \( 10^{-12} \text{ W} \).

**C.4.2 Sound Intensity level**

The sound intensity level may be found from

\[
L_i(z) = 10 \log_{10} \left( \frac{I}{I_{ref}} \right)
\]

where \( I_{ref} = 10^{-12} \text{ W/m} \) and the acoustic intensity is related to the mean-square pressure by

\[
I(z) = \frac{\sigma_p^2(z)}{\rho_0 c_0}
\]
C.5 Sound Pressure Level distribution and OASPL

The most important quantity giving an idea of the overall pressure intensity is the Overall Sound Pressure Level (OASPL) that analyses the signal of random pressure in all frequencies with statistical approach. In the case of not random signals where the fluctuating pressure standard deviation corresponds to the max value of amplitude or for a range of acoustic frequencies, the name of Sound Pressure Level (SPL) is used.

The OASPL, according to [C-2], is defined as follows:

\[
SPL(z_i) = 20 \log_{10} \left( \frac{\sigma_p (z_i)}{p_{\text{ref}}} \right) = 20 \log_{10} \left( \frac{\int_{-\infty}^{\infty} S_{pp}(\omega) d\omega}{p_{\text{ref}}} \right)
\]

(C-14)

where \( \sigma_p(z_i) \) is the fluctuating pressure standard deviation of the pressure time series obtained from a pressure transducer located at a point of coordinate \( z_i \), and \( S_{pp} \) is the auto-spectral density. The standard deviation is therefore obtained from time averaging while \( p_{\text{ref}} \) is the reference pressure (\( p_{\text{ref}} = 20 \mu Pa = 2 \cdot 10^{-5} \) Pa in the air, \( p_{\text{ref}} = 2 \mu Pa \) for sounds in liquids and \( p_{\text{ref}} = 1 \mu Pa \) for underwater acoustics).

It is important to note that the pressure standard deviation (\( \sigma_p \)) is the square of the variance (\( \sigma_p^2 \)) that is the integral of the auto-spectral density.

When sounds are independently generated by two or more incoherent sources, their sound powers add. The combined SPL of \( n \) different sources is

\[
SPL = 10 \log_{10} \sum_{i=1}^{n} 10^{\frac{SPL_i}{10}}
\]

The last equation can be used to combine or separate the SPLs of various sources and the background.

C.6 Spectra in terms of 1/n-octaves

Spectral analysis is the process of breaking down a signal into its components at various frequencies, and in the context of acoustics there are two very different ways of doing this, depending on whether the result is desired on a linear frequency scale with constant resolution (in Hz) or on a logarithmic frequency scale with constant percentage resolution.

The human ear has a frequency range of three decades (20 Hz–20 kHz) which can only be expressed on a logarithmic frequency scale with constant percentage bandwidth, i.e., where the bandwidth of a filter at any frequency is a fixed percentage of its center frequency.

The human ear tends to interpret equal intervals on a logarithmic frequency scale as equal steps (e.g., octaves with a frequency ratio of 2 between the highest and lowest frequencies covered by the band, or 1/3-octaves with a ratio of 2\(^{1/3}\)). For estimating spectra in terms of 1/n-octaves, it is most efficient to pass the signal through a series of filters with constant percentage bandwidth and measure the power transmitted by each filter. The filters can be either analogue or digital, but there is an increasing tendency to use the latter, since, as explained below, by efficient “timesharing” it is
possible to use a very limited number of actual filter units to filter in parallel over any number of octaves, simply by processing data streams with different sampling frequencies varying in octave (2:1) steps.

The decibel pressure levels in acoustic noise spectra are not generally provided at each and every frequency. Instead, they are often specified over bands of width $\Delta f$, which span 1/3 of a frequency octave. Table C-2 is an example of such a 1/3 octave band specification. An octave is the interval between one frequency ($f_1$) and another ($f_2$) with half or double it (Table C-1).

In the case of \textbf{octave band}:

\begin{align*}
f_2 &= \sqrt{2} f_1^2 = f_1 \sqrt{2} \\
\frac{f_2 - f_1}{f_c} &= \frac{1}{\sqrt{2}} = 0.70
\end{align*}

where $f_c$ is the center frequency.

\begin{center}
\begin{tabular}{|c|}
\hline
Center frequency of octave, $f_c$ [Hz] \\
\hline
31.5 \\
63.0 \\
125.0 \\
250.0 \\
500.0 \\
1000.0 \\
2000.0 \\
4000.0 \\
8000.0 \\
16000.0 \\
\hline
\end{tabular}
\end{center}

Table C-1: Octave band specification

In the case of \textbf{1/3 octave band} we have that

\begin{align*}
f_1 &= f_c \sqrt{2} \\
f_c &= f_1 \sqrt{2} = f_1 \sqrt[3]{2} \\
f_2 &= f_c \sqrt[3]{2} = f_1 \sqrt[3]{2} \\
f_{c_2} &= f_2 \sqrt[3]{2} = f_c \sqrt[3]{2} \\
f_c &= \sqrt[3]{f_{c_1} f_{c_2}} \\
\frac{f_2 - f_1}{f_c} &= \frac{f_1 (\sqrt[3]{2} - 1)}{f_1 \sqrt[3]{2}} \approx 0.23
\end{align*}

An example is: $f_{c_1}=800$ Hz; $f_1=896$ Hz; $f_c=1000$ Hz; $f_2=1120$ Hz; $f_{c_2}=1250$ Hz.
Table C-2: 1/3 Octave band specification

1/nth-octave spectra are sometimes calculated from FFT spectra where the upper decade of three separate FFT spectra is converted into constant percentage bandwidth and assembled into a single spectrum over three decades. The original FFT spectra are assumed to have constant PSD in each line, so the spectrum can be considered as a bar graph. The lower and upper cutoff frequencies of each 1/nth-octave filter are calculated, and the PSD in the corresponding lines (and parts of lines) of the FFT spectrum is integrated to give the total power in the 1/nth-octave filter. The problem with this approach is that the filter characteristic of the synthesized filter changes abruptly at the junctions between decades, since the slope changes by a factor of 10.
C.6.1 Filters and frequency weighting

Filters and frequency weightings are used to give emphasis or de-emphasis to parts of a signal based on its frequency content. The frequency range for filters is often separated in one or more passbands and one or more stopbands. The stopband consists of the band of those frequencies where we want the filter to remove the signal energy (high attenuation); the passband consists of the band of those frequencies where we want a low attenuation. An example is an octave-band filter where the passband is one octave wide. The filter will have low attenuation at frequencies within the octave band and high attenuation for signals outside the band. The term “frequency weighting” is used when we want a more gradual emphasis/de-emphasis. An example is the A-weighting used in sound level meters introduced to mimic the variation in the sensitivity for the human auditory organ to sound with different frequencies. The human response to a continuous sound depends on the frequency. Traditionally, sound in the frequency range 20 Hz–20 kHz is regarded as audible. However, in reality there is a gradual change between audible and non-audible sound. A tone with a high or a low frequency outside this range may be audible if it has a sufficient strength, and a tone with a frequency inside this range may be inaudible if the strength is too low.

A network with a frequency-dependent gain may be used to mimic the frequency response of the human auditory organ. The most common network is the A-weighting. Historically, there were three common weightings for sound level measurements: A, B and C, to mimic the auditory response at low, medium and high sound levels. Today, we have better methods for describing the auditory response, and only A- and C-weightings are in general use. The “A”-weighting is mainly applied for general sound level measurement and to assess the risk for hearing impairment due to loud noise. “C”-weighting is mainly used to access the risk of hearing impairment due to short time/high amplitude or peak values in the sound. Since the C-weighting is relatively flat within the normal audible frequency range, it is often used for indicating the non-weighted response. Recently, the “Z”-network has been introduced for this purpose.

C.7 Fluctuating pressures and vibration of structures

Acoustic noise results from the propagation of sound pressure waves through air or other media. During the launch of a rocket, such noise is generated by the release of high velocity engine exhaust gases, by the resonant motion of internal engine components, and by the aerodynamic flow field associated with high speed vehicle movement through the atmosphere. This environment places severe stress on flight hardware and has been shown to severely impact subsystem reliability. The fluctuating pressures associated with acoustic energy during launch can cause vibration of structural components over a broad frequency band, ranging from about 20 Hz to 10,000 Hz and above. Such high frequency vibration can lead to rapid structural fatigue.

To quantify the acoustic environment during launch, launch vehicles are often instrumented with internal microphones, which measure noise levels within the rocket fairing. This data is telemetered to the ground for processing and ultimately plotted in the form of a sound pressure level versus frequency spectrum. Since the acoustic forcing function is stochastic, depending on many atmospheric and other variables, data from a number of such flights are generally gathered.
The rationale for acoustic noise testing is straightforward, as acoustic energy is the primary source of vibration input to a space launch vehicle. During the initial phases of a rocket launch, high velocity gases are ejected from motor nozzles and reflected from the ground, creating turbulence in the surrounding air and inducing a vibratory response of the rocket structure. During the subsequent ascent phase of a launch, as the vehicle accelerates through the atmosphere to high velocity, aerodynamic turbulence induces pressure fluctuations which again cause structural vibration. These pressure fluctuations increase in severity as the vehicle approaches and passes through the speed of sound, due to the development and instability of local shock waves. The high-level acoustic noise environment continues during supersonic flight, generally until the maximum dynamic pressure condition is reached.

Acoustic energy is transmitted to the mission payload in two ways:

1. First, fluctuating pressures within the payload fairing impinge directly on exposed spacecraft surfaces, inducing vibration in high gain antennae, solar panels and other components having a large ratio of area-to-mass.
2. Secondarily, the fluctuating external pressure field causes an oscillatory response of the rocket structure, which is ultimately transmitted through the spacecraft attachment ring in the form of random vibration. From the spacecraft perspective, this random input is generally lowest at the launch vehicle attachment plane, and increases upward along the payload axis.

At the integrated spacecraft level, then, acoustic noise is a primary source of vibration excitation.

References of attachment C


ATTACHMENT D: Thermodynamic equations

D.1 Introduction

Turbulent combustion is a multi-scale problem where complexity lies in the interaction between fluid dynamics and chemistry. The main aim of this chapter is to provide a theoretical understanding of some of the scale physics in turbulent reacting flows. Combustion and turbulence interact in several ways. Looking at the turbulent kinetic energy spectrum reveals some of these mechanisms. It is known that in nonreactive homogeneous isotropic turbulence, kinetic energy flows preferentially from large to small structures, with a scaling exponent $-5/3$. Each scale, with an associated wavenumber, interacts only with scales associated to adjacent wavenumbers.

High frequency heat release (order of $10^4$ Hz) typical of turbulent flames drives local (spatial) dilatation. Thus the classic shape of the cold (unreactive) turbulent spectrum may be significantly altered. In particular, at high wavenumbers it does not follow the $k^{-7}$ scaling law typical of the unreactive dissipative range and some peaks may appear. Consequently, a reverse energy cascade is expected to occur and to increase with respect to non-reactive flows.

It is physically true and widely accepted to assume combustion as a small scale phenomenon. Nondimensional Navier-Stokes equations not only show the changing of physics with scale, but also that the particular way turbulent combustion takes place at small scale depends on compressibility and changes with the local Mach number.

The heat release and its dilatational effects induce pressure waves that affect vorticity production or destruction via the baroclinic effect. Besides, dilatational effects change locally the reaction rate and may promote combustion.

D.2 The transport equations

Gaseous combustion is governed by a set of transport equations expressing the conservation of mass, momentum, energy, and species mass fraction and by a thermodynamic equation of state describing the gas behaviour.

For a mixture of $N_s$ ideal gases (multicomponent reacting systems) in local thermodynamic equilibrium and chemical nonequilibrium, the corresponding conservation equations (extended Navier-Stokes equations) are:

a) Transport equation of mass
b) Transport equation of momentum
c) Transport equation of total energy (internal + mechanical)
d) Transport equation of species mass fraction
e) Thermodynamic Equation of State

In the index notation of governing equations for a multi-species, reacting gaseous mixture, summation rule is henceforth implied over repeated indices (Einstein’s rule of summation).
D.2.1 Transport equation of mass

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \overline{u}) = 0 \]  \hspace{1cm} (D-1)

then, in other form, it is possible to write:

\[ \frac{D \rho}{Dt} + \rho \nabla \cdot \overline{u} = 0 \]  \hspace{1cm} (D-2)

or

\[ \frac{\partial \rho}{\partial t} + \frac{\partial \rho u_i}{\partial x_i} = 0 \]  \hspace{1cm} (D-3)

The total mass conservation equation is unchanged compared to non reacting flows (combustion does not generate mass).

D.2.2 Transport equation of momentum

The equation of momentum is the same in reacting and non reacting flows:

\[ \frac{\partial \rho \overline{u}}{\partial t} + \nabla \cdot (\rho \overline{u} \overline{u}) = \nabla \cdot \sigma + \rho \sum_{i=1}^{N_c} Y_i \overline{f}_i \]  \hspace{1cm} (D-4)

where $N_c$ is the number of chemical species.

The basic assumption is that we are dealing with continuous, isotropic, and homogeneous media. We shall consider the special case of a Newtonian fluid, that is, a fluid exhibiting a linear relationship between viscous stress tensor ($\sigma$) and strain rate tensor of deformation ($\overline{E}$), resulting in the Navier-Stokes equation.

The momentum equation in indicial notation is:

\[ \frac{\partial (\rho u_k)}{\partial t} + \frac{\partial (\rho u_i u_j)}{\partial x_j} = \frac{\partial \sigma_{k,j}}{\partial x_j} + \rho \sum_{i=1}^{N_c} Y_i \overline{f}_{i,k} \]  \hspace{1cm} (D-5)

where $\sigma_{ij}$ is the stress tensor and $f_{i,k}$ is the force per unit mass (volume force) acting on the $i$-th chemical species in direction $k$.

A Newtonian fluid is assumed, which is characterized by the following constitutive linear relation between the stress tensor $\sigma$ and the strain rate tensor $\overline{E}$:
\[ \sigma_{ij} = -p \delta_{ij} + \tau_{ij} = -p \delta_{ij} + \left\{ \lambda \left( \frac{\partial u_i}{\partial x_j} \delta_{ij} + 2 \mu \left[ \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right] \right\} \]  

\[ \text{then} \]

\[ \bar{\sigma} = (-p + \lambda \nabla \cdot \bar{\bar{u}}) \bar{I} + 2\mu \bar{E} = -p \bar{I} + \bar{\tau} \]

where \( \bar{\tau} \) is the viscous part of stress tensor, \( \lambda \) and \( \mu \) are the two viscosity coefficients (Lamè modules).

The difference between the bulk viscosity (\( \mu_B \)) and the dynamic viscosity (\( \mu \), the first viscosity coefficient) is named the second viscosity (\( \lambda \)):

\[ \lambda = \mu_B - \frac{2}{3} \mu \]

The usual practice is to employ the hypothesis made by Stokes in 1845 [D-1], that is \( \mu_B = 0 \), in combustion processes also. The bulk viscosity takes into account nonequilibrium effects between the translational and rotational degrees of freedom of molecules; it becomes important when rotational energy adjustment times (~10 collisions) are longer than translational adjustment times (~1 collision), thus for both “rapid” compressions, such as across shock waves, or expansions, as in supersonic expansion from holes in vacuo.

Then the stress tensor \( \tau_{ij} \) may be written:

\[ \tau_{xx} = \frac{2\mu}{3} \left( \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} - \frac{\partial w}{\partial z} \right) \]
\[ \tau_{yy} = \frac{2\mu}{3} \left( \frac{\partial v}{\partial y} - \frac{\partial u}{\partial x} - \frac{\partial w}{\partial z} \right) \]
\[ \tau_{zz} = \frac{2\mu}{3} \left( \frac{\partial w}{\partial z} - \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} \right) \]
\[ \tau_{xy} = \mu \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \]
\[ \tau_{xz} = \mu \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \right) \]
\[ \tau_{yz} = \mu \left( \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} \right) \]

In CFD codes for multi-species flows the molecular viscosity is often assumed to be independent of the gas composition and close to that of air (this introduces errors that are less important than those related to the thermodynamic properties) so that the classical Sutherland law can be used:

\[ \mu = c_1 \frac{T^\frac{3}{2}}{T + c_2} \frac{T_0 + c_2}{T_0^\frac{3}{2}} \]

\[ \text{(D-7)} \]

where \( c_1 \) and \( c_2 \) must be determined so as to fit the real viscosity of the mixture. For air at \( T_0=273 \text{K} \), \( c_1=1.71 \times 10^{-5} \text{ kg/s m} \) and \( c_2=110.4 \text{ K} \) [D-2].

A second law is sometimes preferred, called Power law:
\[ \mu = c_i \left( \frac{T}{T_0} \right)^b \]  
(D-8)

with \( b \) typically ranging between 0.5 and 1.0 (e.g. \( b=0.76 \) for air).

Substituting the constitutive equation (D-6) in the momentum equation (D-5), we will obtain the **Navier-Stokes equation** in indicial form:

\[
\rho \left[ \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right] = \frac{\partial}{\partial x_j} \left\{ -p \delta_{ij} + \lambda \frac{\partial u_i}{\partial x_k} \delta_{jk} + 2\mu \left[ 1 \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right] \right\} + \rho \sum_{i=1}^{N} Y_i \vec{f}_i  
\]  
(D-9)

Even though the equation (D-5) does not include explicit reaction terms, the flow is modified by combustion: the dynamic viscosity (\( \mu \)) strongly changes because temperature varies in a ratio from 1:8 or 1:10. Density also changes in the same ratio and dilation through the flame front increases all speeds by the same ratio. As consequence, the local Reynolds number varies much more than in a non reacting flow: even though the momentum equations are the same with and without combustion, the flow behaviour is very different. A typical example is found in jets: turbulent non reacting jets may become laminar once they are ignited.

### D.2.3 Transport equation of total energy (internal + mechanical)

If \( e_i \) is the energy stored per unit mass defined as:  
\[
e_i = e + \frac{u_i u_i}{2}
\]

it is possible to write

\[
\frac{\partial \rho e_i}{\partial t} + \nabla \cdot (\rho \overline{u} e_i) = -\nabla \cdot \overline{q} + \nabla \cdot (\sigma \overline{u}) + \rho \sum_{i=1}^{N} Y_i \vec{f}_i \cdot (\overline{u} + \overline{V})  
\]  
(D-10)

The law of conservation of energy for a fluid contained within a volume element in indicial notation is:

\[
\rho \left[ \frac{\partial e_i}{\partial t} + u_j \frac{\partial e_i}{\partial x_j} \right] = -\frac{\partial q_i}{\partial x_i} + \dot{Q} + \frac{\partial \sigma_{ii}}{\partial x_i} + \rho \sum_{i=1}^{N} Y_i f_{i,k} (u_k + V_{i,k})
\]

where:

- on the left side
  - The first term (\( \rho \frac{\partial e_i}{\partial t} \)) is the rate of accumulation of internal and kinetic energy.
  - The second term (\( \rho u_i \frac{\partial e_i}{\partial x_i} \)) is the net rate of influx of internal and kinetic energy by convection.
on the right side

- The first term \(-\frac{\partial q_i}{\partial x_i}\) is the net rate of heat addition due to the heat flux \(q\); which contains the conduction heat, the energy flux caused by interdiffusion processes and the Dufour effect (heat flux produced by concentration gradients).

The energy flux \(q_i\) includes a heat diffusion term expressed by Fourier’s Law \((-\lambda \frac{\partial T}{\partial x_i})\) and a second term associated with the diffusion of species with different enthalpies which is specific of multi-species gas \((\rho \sum_{i=1}^{N_S} h_i Y_i V_{i,k})\).

\[ q_i = -\lambda \frac{\partial T}{\partial x_i} + \rho \sum_{i=1}^{N_S} h_i Y_i V_{i,k} \]

- The second \((\dot{Q})\) is the rate of heat added by heat source (due for example to an electric spark, a laser or radiative flux), not to be confused with the heat released by combustion.

- The last two terms are the net rate of work done on system by surroundings, in particular the term \(\rho \sum_{i=1}^{N_S} Y_i f_{i,k}(u_k + V_{i,k})\) is the power produced by volume forces \(f_k\).

### D.2.4 Transport equation of species mass fraction

\[
\frac{\partial \rho Y_i}{\partial t} + \nabla \cdot (\rho \bar{u} Y_i) = -\nabla \cdot \mathbf{J}_i + \dot{\omega}_i \tag{D-11}
\]

or, in other form, it is possible to write:

\[
\frac{\partial \rho Y_i}{\partial t} + \frac{\partial}{\partial x_k} \left[ \rho (u_k + V_{i,k}) Y_i \right] = \dot{\omega}_i \quad \text{for } i = 1, \ldots, N_S \tag{D-12}
\]

where \(\mathbf{J}_i\) \((= \rho V_{i,k} Y_i = -\rho D_i \nabla Y_i\), where \(D_i\) is the effective diffusion coefficient of species \(i\) into the gas mixture and it is a function of the thermal diffusivity \(\alpha\)\) is the chemical species diffusive mass flux and \(\dot{\omega}_i\) is the reaction rate of chemical species \(i\), that is production destruction rate of species \(i\).

\(V_{i,k}\) is the \(k\)-component of the diffusion velocity \(V_i\) of species \(i\), and \(\dot{\omega}_i\) is the reaction rate of species \(i\).

In a general multicomponent system there are \(N_S\) equations of this kind (or \(N_S - 1\) if the equation for the mixture is used). The addition of these equations gives the equation of continuity for the mixture.

It is possible to define the **heat release per unit volume** due to combustion:

\[
\dot{\omega}_T = -\sum_{i=1}^{N_S} \Delta h_{f,i}^0 \dot{\omega}_i
\]

where \(h_{f,i}^0\) is the chemical formation enthalpies.
D.2.5 Thermodynamic Equation of State

\[ p = \rho \sum_{i=1}^{N_s} \frac{Y_i}{W_i} R_s T \]  
(D-13)

These equations must be coupled with the constitutive equations which describe the molecular transport properties of the flow. It is important to note that the \( N_s \) species transport equations (D-11) and the mass conservation equation (D-1) are linearly dependent and one of them is redundant. Furthermore, to be consistent with mass conservation, the diffusion fluxes \( (J_i = \rho Y_i \overline{V_i}) \) and chemical source terms must satisfy, by the definition:

\[ \sum_{i=1}^{N_s} \frac{J_i}{Y_i} = 0 \quad \Rightarrow \quad \sum_{i=1}^{N_s} Y_i V_{i,k} = 0 \]  
(D-14)

\[ \sum_{i=1}^{N_s} \dot{\omega}_i = 0 \]  
(D-15)

In particular, the constraint on the summation of chemical source terms \( (\dot{\omega}_i) \) derives from mass conservation for each of the \( N_r \) chemical reactions of a chemical mechanism. With the tensor notation this chemical reactions mechanism can be written as

\[ \sum_{i=1}^{N_r} v'_i A_i \leftrightarrow \sum_{i=1}^{N_r} v''_i A_i \]  
(D-16)

where \( v'_i \) and \( v''_i \) are the stoichiometric coefficients of species \( i \) on the left ('') and right side ('') of the \( j \)-th chemical reaction, and \( A_i \) is the generic chemical species. Since mass is given by the product of number of moles \( (v_i) \) times molecular weight \( (W_i) \), mass concentration for each \( j \)-th reaction is written as

\[ m'_j = m''_j \quad \Rightarrow \quad \sum_{i=1}^{N_r} v'_i W_i = \sum_{i=1}^{N_r} v''_i W_i \quad \Rightarrow \quad \sum_{i=1}^{N_r} (v''_i - v'_i) W_i = 0 \quad \text{with} \quad j = 1, \ldots, N_r \]

The net source/sink term of the \( i \)-th chemical species is

\[ \dot{\omega}_i = \sum_{j=1}^{N_r} \dot{\omega}_{ij} = W_i \sum_{j=1}^{N_r} (v''_j - v'_j) \dot{\omega}_{r,j} \]  
with \( i = 1, \ldots, N_s \)

where \( \dot{\omega}_{r,j} = \frac{(v''_j - v'_j) W_i}{\dot{\omega}_i} \) is the reaction rate associated to the \( j \)-th reaction, that is the rate of progress of reaction \( j \). Summering the last equation over the number of chemical species \( N_s \)
\[ \sum_{i=1}^{N_S} \dot{\omega}_i = \sum_{j=1}^{N_S} W_i \sum_{j=1}^{N_S} \left( \nu''_{ij} - \nu'_{ij} \right) \dot{\omega}_{R,j} = \sum_{j=1}^{N_S} \dot{\omega}_{R,j} \sum_{i=1}^{N_S} W_i \left( \nu''_{ij} - \nu'_{ij} \right) = 0 \]

This results shows that total mass is conserved.

The \( \dot{\omega}_i \) in each species continuity equation is determined by the phenomenological chemical kinetic expression:

\[ \dot{\omega}_i = W_i \sum_{j=1}^{N_S} \left( \nu''_{ij} - \nu'_{ij} \right) B_i T^{a_i} \exp \left( \frac{E_{a,k}}{R_u T} \prod_{j=1}^{N_S} \left( \frac{X_{j,p}}{R_u T} \right)^{\nu_{ij}} \right) \]

where \( \dot{\omega}_{R,j} \) being usually modelled using the empirical Arrhenius law.

### D.3 Solution of a multicomponent-species system

If the diffusion velocities can be substituted by Fick’s Law in the species and energy equations, then in a system with \( N_S \) chemical species there are \( N_S + 6 \) unknowns.

The \( N_S + 6 \) equations to be solved are:

- 1 overall mass continuity
- 3 momentum equations
- 1 energy equation
- \( N_S - 1 \) species equations
- 1 equation of state
- 1 equation relating all \( Y_i \)

If the diffusion velocities must be solved from the diffusion equation for a multicomponent system, there will be \( 5N_S + 6 \) unknowns. Further there are \( 4N_S \) equations:

- \( 3N_S \) diffusion equations
- \( N_S \) equations relating \( X_i \) to \( Y_i \)
D.4 Some chemistry definitions

Some useful relationships among mass fraction $Y_i$, mole fractions $X_i$, molar concentrations, $[X_i]$, species molecular weights $W_i$, and mixture molecular weight $W_{mix}$, are reported.

- **Mixture molecular weight (mean molecular weight)**

$$W_{mix} = \frac{1}{\sum_{i=1}^{N_s} \frac{Y_i}{W_i}} = \sum_{i=1}^{N_s} X_i W_i = \frac{\sum_{i=1}^{N_s} [X_i] W_i}{\sum_{i=1}^{N_s} [X_i]}$$

- **Mole or volume fractions / mass fractions**

$$X_i = Y_i \frac{W_{mix}}{W_i}$$

$$Y_i = X_i \frac{W_i}{W_{mix}}$$

- **Mass fraction / molar concentrations**

$$[X_i] = \frac{p W_{mix} Y_i}{RT W_i} = \frac{\rho Y_i}{W_i}$$

$$Y_i = \left[ \frac{[X_i]}{W_i} \right] \frac{W_i}{\sum_{j=1}^{N_s} [X_j] W_j}$$

- **Mole fractions / molar concentration**

$$[X_i] = \frac{p X_i}{RT W_{mix}} = \frac{\rho X_i}{W_{mix}}$$

$$X_i = \left[ \frac{[X_i]}{W_{mix}} \right] \frac{W_{mix}}{\sum_{j=1}^{N_s} [X_j]}$$

D.5 Some thermodynamics definitions

In a multi-species continuum, enthalpy, $H(Y_i, T)$, and internal energy, $E(Y_i, T)$, are the sum of two contributions: one is the potential energy of the Coulomb atomic molecular force field (expressed in terms of formation energies), and the other is the kinetic energy of molecules (sensible internal energy) associated to all their degrees of freedom (translational, rotational, vibrational and electronic)[D-3], as expressed by all terms forming the specific heat.
D.5.1 Enthalpy

The specific enthalpy $H(Y_i,T)$ is defined as

$$H(Y_i,T) = \sum_{i=1}^{N_s} Y_i H_i(T) = \sum_{i=1}^{N_s} Y_i \left[ h_{f,i}(T_0) + h_{s,i}(T) \right] = \sum_{i=1}^{N_s} Y_i h_{f,i}(T_0) + h_s(Y_i,T) \quad (D-17)$$

where $Y_i$ is the mass fraction of the $N_s$ chemical species $i$, $h_{f,i}(T_0)$ and $h_{s,i}(T)$ are respectively the formation enthalpy at the reference temperature $T_0$ and the sensible enthalpy of species $i$. The sensible enthalpy is defined thermodynamically, and for an ideal gas

$$dh_s = c_p dT \quad (D-18)$$

and therefore

$$h_s(Y_i,T) = \int_{T_0}^{T} c_p(Y_i,T) dT$$

$$h_{s,i}(Y_i,T) = \frac{h_{s,i}(Y_i,T_i) - h_{s,i}(Y_i,T_0)}{W_i}$$

where $T_0$ is a reference temperature, usually assumed as 298.15 K (=25°C), and $c_p(Y_i,T)$ is the specific heat at constant pressure, given by

$$c_p(Y_i,T) = \sum_{j=1}^{N_s} Y_j c_{p,j}(T)$$

It depends on the local gas composition ($Y_i$).

At the reference temperature the sensible quantities are nil.

D.5.2 Entropy

The entropies ($s_i$) for each species can be evaluated by:

$$s(Y_i,T) = \frac{s_i(T) - s_i(T_0)}{W_i} \quad (D-19)$$
D.5.3 Internal Energy

The specific internal energy is defined as

\[ E(Y_i, T) = \sum_{i=1}^{N_s} Y_i E_i(T) = \sum_{i=1}^{N_s} Y_i \left[ e^0_{f,i}(T_0) + e_{s,i}(T) \right] = \sum_{i=1}^{N_s} Y_i e^0_{f,i}(T_0) + e_s(Y_i, T) \]  (D-20)

where \( e^0_{f,i}(T_0) \) and \( e_{s,i}(T) \) are respectively the formation internal energy at the reference temperature \( T_0 \) and the sensible internal energy of species \( i \).

Just as the sensible enthalpy, also the sensible internal energy is defined thermodynamically as (for an ideal gas)

\[ de_s = c_s dT \]  (D-21)

and therefore

\[ e_s(Y_i, T) = \int_{T_0}^{T} c_v(Y_i, T) dT + \frac{R}{W} T_0 \]

where \( c_v(Y_i, T) \) is the specific heat at constant volume, given by

\[ c_v(Y_i, T) = \sum_{i=1}^{N_s} Y_i c_{v,i}(T) \]

It depends on the local gas composition \( (Y_i) \).

At the reference temperature the sensible quantities are nil.

The relationship between \( h_s \) and \( e_s \) is obtained by subtracting equation (D-18) from (D-21),

\[ dh_s = de_s + \left( c_p - c_v \right) dT = de_s + R_g dT \]  (D-22)

since \( R_g = c_p - c_v \).

D.5.4 Sound velocity

Under the assumptions of no heat release and no viscous terms, the flow remains isentropic (\( s=s_0 \)) if it is homogeneous and isentropic at the initial time \( t=0 \). The energy equation may then replaced by the isentropic relation that provides a direct relation between pressure and density perturbations:

\[ s_0 = c_v \ln \left( \frac{p}{\rho^\gamma} \right) \quad \text{or} \quad p = \rho^\gamma e^{c_v} \]  (D-23)
where \( \gamma = \frac{c_p}{c_v} \)

Linearizing equation (D-23), yields:

\[
p_1 = c_0^2 \rho_1
\]

where

\[
c_0^2 = \left( \frac{\partial p}{\partial \rho} \right)_{s=s_0}
\]

where \( c_0 \) is the sound speed. For a perfect gas, the sound speed is obtained using equation (D-23):

\[
c_0 = \sqrt{\gamma \frac{p_0}{\rho_0}} = \sqrt{\frac{R_u T_0}{W}} \quad \Rightarrow \quad \frac{1}{\gamma} = \frac{p_0}{\rho c_0^2}
\]

where \( R_u = 8.3143 \) J/mol-K.
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E.1 The importance of emissivity for physical processes

All matter emits radiant energy, also referred to as thermal radiation, simply as a consequence of its temperature. The mechanism of emission is related to energy released by the constant motion of the constituent atoms or molecules of which the matter is composed. In similar fashion radiant energy emitted by the surroundings is partially absorbed by a material and converted into heat.

In thermal radiation there is an ideal entity called a blackbody (a term introduced by Kirchhoff) that absorbs all radiant energy incident on it and emits the maximum possible amount of radiant energy at any given temperature. This is an ideal concept since there is no real material that can completely absorb all radiation incidence on it. All real materials reflect part of the incident radiation on them and emit less radiant energy than a blackbody at the same temperature.

Emissivity can be calculated for a specularly reflecting (mirror-like) material surface by applying Maxwell’s equations and it depends on the electrical and optical properties of the material. The emissivity of a metal is determined largely by the behaviour of the free electrons within the material whilst for a dielectric it is largely due to the bound electrons.

At high temperatures or in evacuated environments thermal radiation is the main mode of heat transfer.

Total emissivity governs the amount of thermal radiation lost or gained by an object and can therefore either cool or heat it, respectively. The reliable prediction of energy gains and losses to and from such structures as buildings, greenhouses, radomes, space vehicles and industrial process plant has become an important part of energy conservation and control.

Finally, emissivity is required for radiation thermometry, i.e. to deduce the temperature of objects from a measurement of their thermal radiation and use of Planck’s radiation law.

E.2 Physical laws for thermal radiation

E.2.1 Radiant heat transfer

When radiant thermal energy passes a medium, any object within the path can absorb, reflect and transmit the incident thermal radiation. Use absorptivity $a$, reflectivity $\rho$, and transmissivity $\tau$ to represent the fractions of the incident thermal radiation that a body absorbs, reflects and transmits, respectively, giving (according the conservation of energy):

$$a + \rho + \tau = 1 \quad (E-1)$$

where:

$\rho =$ reflectivity,

$\tau =$ transmissivity

$\rho =$ reflectivity,

$\tau =$ transmissivity
In general, the three factors in equation are functions of the temperature, the electromagnetic wave length and the surface properties of the incident body. Simplifications are usually made for fire engineering calculations. An extreme case is that all the incident thermal radiation is absorbed by the body, i.e. \( a=1 \): such an ideal body is called a blackbody. Greybody has \( a<1 \).

In particular, the absorptivity coefficient \( a \) is a function of environment of the measured species and other important factor:

\[
a = a(\lambda, \text{sw}, \text{solv}, \text{[pH]}, \text{temp}, \mu_\Theta, B, \text{etc.})
\]

where:

- \( \lambda \) = wavelength
- \( \text{sw} \) = slit-width in use \((\Delta \lambda')\)
- \( \text{solv} \) = solvent or Mixture or Matrix.
- \( T \) = temperature
- \( \text{pH} \) = equivalent proton concentration
- \( \mu_\Theta \) = physical and chemical reaction state.
- \( B \) = magnetic field.

The absorption coefficient \( a \) (or absorptivity coefficient) is one of many ways to describe the absorption of electromagnetic waves. It can be expressed in terms of the imaginary part of the refractive index, \( \Gamma \), and the wavelength of the light (in free space), \( \lambda_0 \), according to

\[
a = \frac{4\pi \Gamma}{\lambda_0}
\]

(E-2)

### E.2.2 Planck radiation law

The fundamental relation used in techniques based on irradiance measurements is the Planck radiation law, according to which an ideal blackbody (i.e. a body which is completely opaque and non-reflecting in all directions at all wavelengths) in equilibrium at absolute temperature \( T \) [K] radiates (over \( 2\pi \) solid angle) the blackbody spectral irradiance \( I_B(\lambda, T) \), that is measured in \([\text{Wm}^{-2} \text{m}^{-2}\text{s}^{-1}] \) given by:

\[
I_B(\lambda, T) = \frac{1}{\lambda^5} \frac{C_1}{\exp\left(\frac{C_2}{\lambda T}\right)-1}
\]

(E-3)

where:

- \( \lambda = \frac{c}{f} \) = the wavelength [m]
- \( C_1 = 2h_p c_{\text{light}}^2 = 3.74 \cdot 10^{-16} \ [\text{J m}^2 \text{s}^{-1}] \)
- \( C_2 = \frac{h_p c_{\text{light}}}{k_B} = 1.44 \cdot 10^{-2} \ [\text{m K}] \)
- \( h_p = \text{Plank constant [J s]} = 6.626 \cdot 10^{-34} \ [\text{J s}] = 4.135 \cdot 10^{-15} \ [\text{eV s}] \)
\[ c_{\text{light}} = \text{speed of light \,[m \, s^{-1}]} \]
\[ k_B = \text{Boltzmann constant \,[J \, K^{-1}]} = 1.380 \cdot 10^{-23} \,[J \, K^{-1}] = 8.617 \cdot 10^{-5} \,[eV \, K^{-1}] \]
\[ T = \text{absolute temperature of the blackbody \,[K]} \]

It is the basis for all thermal radiation measurements. All of the other important relationships can be derived from this equation.

### E.2.3 Stefan-Boltzmann equation

The blackbody thermal radiation is of fundamental importance to radiant heat transfer. It has many special proprieties, but the most important one being that it is a perfect emitter. This means that no other body can emit more thermal radiation per unit surface area than blackbody at the same temperature. The total amount of thermal radiation \( (E_{rad_\text{b}}) \) emitted by a blackbody surface is a function of its temperature only and is given by the Stefan-Boltzmann law:

\[
E_{rad_\text{b}} = \sigma T^4
\]

(E-4)

where:

\[ \sigma = \text{Stefan-Boltzmann constant \,[W \, m^{-2} \, K^{-4}]} = 5.67 \cdot 10^{-8} \,[W \, m^{-2} \, K^{-4}] \]

It determines the radiation emitted over all wavelengths at a particular temperature \( T \) (see Fig. E-1). This equation can be derived by integrating the Planck equation over all wavelengths. The fact that the temperature is raised to the fourth power means that even a small change in temperature translates into a large change in radiated energy.
No real material emits and absorbs radiation according to laws of blackbody. In general, an additional term is necessary to define the radiant energy of an emitting surface. This is the emissivity $\varepsilon$. This term is defined as the ratio of the total energy emitted by a surface to that of a blackbody surface at the same temperature. Thus, the total radiant energy emitted by a general surface is:

$$E = \varepsilon E_{rad, b} = \varepsilon \sigma T^4$$  \hspace{1cm} (E-5)

Greybody radiation is adopted in fire engineering calculations.

The terms emittance ($M$) and emissivity ($\varepsilon_l$) are often used interchangeably. There is, however, a technical distinction. Emissivity refers to the properties of a material; emittance to the properties of a particular object. Thermal emissivity ($\varepsilon_l$) is a spectrum-dependent ability of a material to release absorbed heat, although the terms are related. Emittance ($M$) is given in units of watts per square meter (W/m$^2$), and emissivity, $\varepsilon$, is a scale factor, between 0 and 1, used along with temperature, to calculate emittance for a given material. Emissivity is only one component in determining emittance. Other factors, including shape of the object, oxidation and surface finish must be taken into account.

The apparent emittance of a material also depends on the temperature at which it is determined, and the wavelength at which the measurement is taken. Surface condition affects the value of an object's emittance, with lower values for polished surfaces, and higher values for rough or matte surfaces. In addition, as materials oxidize, emittance tends to increase, and the surface condition dependence decreases.

The values for the emissivities of almost all substances are known and published in reference literature. However, the emissivity determined under laboratory conditions seldom agrees with actual emittance of an object under real operating conditions. For this reason, one is likely to use published emissivity data when the values are high.

Spectral emissivity is the ratio of emittance at a specific wavelength or very narrow band to that of a blackbody at same temperature.

### E.2.4 Wien’s displacement equation

The blackbody spectral radiance is characterised by a maximum (see Fig. E-1) and the wavelength of this maximum, $\lambda_{max}$, depends on temperature. $\lambda_{max}$ may be obtained by differentiating the spectral radiance with respect to $\lambda$ and setting the result equal to zero:

$$\lambda_{max} \cdot T = \text{constant} = 2.897 \cdot 10^{-3} \text{[m K]}$$  \hspace{1cm} (E-6)
E.2.5 Kirchhoff’s law of radiation

“The absorptivity of a body equals its emissivity” (ε = a): this is known as Kirchhoff’s law. A body that is a good emitter (or radiator) is also a good absorber, in fact the radiant energy per unit time per unit area emitted by the blackbody in thermal equilibrium equals the radiant energy per unit time per unit area absorbed by it. A black body is both a perfect absorber and a perfect emitter. In simple mathematical terms, Kirchhoff’s law can take on several formulations, which stem from the equivalence between the coefficients of emission (ε) and absorption (a) at thermal equilibrium. A number of consequences follow:

- The total emissivity equals the total absorptivity, ε = a in a blackbody in thermal equilibrium.
- The spectral emissivity (εₜ) equals the spectral absorptivity (αₜ) in a blackbody in thermal equilibrium: εₜ = αₜ = 1 − τ(λₜ)
- The most general expression of Kirchhoff’s law for opaque bodies is a statement of Stewart’s law, ε = 1 − ρ, namely, where ρ corresponds to the coefficient of reflection.

Kirchhoff’s Law of thermal emission was formulated in 1859. It is at the same time the simplest and least understood law in physics. Kirchhoff’s law states that given thermal equilibrium with an enclosure, the radiation inside will be always black, or normal, in a manner which is independent of the nature of the walls, or the objects they contain. This is known as the concept of universality. That is, that the radiation within an enclosure can always be described by a universal function dependent only on temperature and frequency. This universal function was first given to us by Max Planck, in 1900. Kirchhoff’s law stands at the heart of all of modern astrophysics. It is the basis for setting the temperature of the stars, for the gaseous model of the Sun, and for believing that we now know the temperature of the entire universe.

Tragically, Kirchhoff’s belief that radiation within an enclosure was independent of the nature of the walls is not correct! Kirchhoff arrived at universality because he did not properly address reflection within cavities. As a result, the proper law of thermal emission was brought to us by Balfour Stewart, in 1858. Like Kirchhoff’s law, Stewart’s law properly equates the emissivity and absorptivity of an object at thermal equilibrium, but it does not lead to universality. Stewart’s law states that the radiation is determined not only by temperature and frequency, but also by the nature of the walls themselves.
E.2.6 Beer–Lambert–Bouguer law for absorption

Many compounds absorb ultraviolet (UV: 190 nm-370 nm) or visible (VIS: 370 nm-700 nm) light. The diagram below shows a beam of radiation of radiant intensity (or power) $I_0$, directed at a sample solution. Absorption takes place and the beam of radiation leaving the sample has radiant intensity (or power) $I$.

In optics, the Beer–Lambert law, also known as Beer’s law or the Lambert–Beer law or the Beer–Lambert–Bouguer law (in fact, most of the permutations of these three names appear somewhere in literature) is an empirical relationship that relates the absorption of light to the properties of the material through which the light is traveling.

The law states that there is a logarithmic dependence between the transmission (or transmissivity), $\tau$, of light through a substance and the product of the absorption coefficient of the substance, $a$ (synonyms are: absorptivity, absorptivity coefficient, absorption or absorption coefficient) and the distance the light travels through the material (i.e. the path length of the sample, that is, the path length of the cuvette in which the sample is contained), $L$.

$$\tau = \frac{I}{I_0} = \exp(-a L) \quad (E-7)$$

where $I_0$ and $I$ are the intensity (or power) of the incident light and that after the material, respectively.

Historically, the Lambert law states that absorption is proportional to the light path length, whereas the Beer law states that absorption is proportional to the concentration of absorbing species in the material.

The transmission (or transmissivity) is expressed in terms of an absorbance which is a nondimensional number and it is usually defined for gases as:

$$A = -\ln(\tau) = -\ln\left(\frac{I}{I_0}\right) = a L \quad (E-8)$$
The reason why usually we prefer to express the law with this equation is because absorbance $A$ is directly proportional to the other parameters, as long as the law is obeyed. There are at least five conditions that need to be fulfilled in order for Lambert–Beer’s law to be valid. These are:

1. The absorbers must act independently of each other;
2. The absorbing medium must be homogeneously distributed in the interaction volume and must not scatter the radiation;
3. The incident radiation must consist of parallel rays, each traversing the same length in the absorbing medium;
4. The incident radiation should preferably be monochromatic, or have at least a width that is more narrow than the absorbing transition; and
5. The incident flux must not influence the atoms or molecules; it should only act as a non-invasive probe of the species under study. In particular, this implies that the light should not cause optical saturation or optical pumping, since such effects will deplete the lower level and possibly give rise to stimulated emission.

If any of these conditions is not fulfilled, there will be deviations from Beer’s law. The Lambert–Beer law tends to break down at very high concentrations, especially if the material is highly scattering. If the light is especially intense, nonlinear optical processes can also cause variances.